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Summary
Mobile augmented reality has been introduced rggltlough various mobile applications ever since
smart phones became widespread. Geographic infiormaystem applications, especially those
using location based service, have adapted thisaoemputer vision technology, but current mobile
AR applications which contain POI data only displagation information. This forces the user to
switch from an AR view to a conventional 2-dimemsibview in order to receive continuous spatial
information that covers a user's entire route. sTmper will use a scenario-based approach and
propose a solution that will provide linear spatidta, particularly route information, in mobile
augmented reality applications.
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1. Introduction

The appearance of smartphones featuring a Globsiti®tong System (GPS) receiver, a digital
compass, and accelerometers has led to an ac@mterdt spatial information use in the mobile
environment. These advanced mobile devices haveed us to detect not only a user’s location,
but also his/her heading and pitch, and they hagerporated that data into their display systems (
Jang & Hudson-Smith, 2010). These motion-detecsigigsors have also made it more feasible to
build practical Augmented Reality (AR) applicatioos mobile devices. AR is a variation of the
Virtual Environment (VE) (Azuma, 1997; Hollerer & Beiner, 2004). AR has been used as a new
visualisation method on mobile devices, in varidiegdds such as games, retail, Social Network
Services (SNS), and so on.  Geographic InformaBgstem (GIS) applications, especially those
using Location Based Service (LBS), have immedyadelapted this new computer vision technology.
One of the benefits of using AR in LBS applicatidesthat it can provide an intuitive and user
friendly interface (Wagner et al. 2005). This iesgible because an augmented reality interface
dynamically superimposes interactive computer gcaplmages onto objects in the real world
(Poupyrev et al. 2002). In that sense AR can pewa powerful user interface, particularly when
we use location-aware technology, because thewadd becomes the user’s interface (Héllerer & S.
Feiner, 2004). In order to produce an AR interfatewever, registration of virtual objects is
essential. This is recognised as one of the mast paoblems in producing an AR interface (Azuma,
1997). Most of the current mobile AR applicationbich use POI data only display location
information as a point in their AR view, forcingetliser to switch from an AR view to a conventional
2-dimensional view in order to receive continuopatsl information that covers the user's entire
route. In this article we present a scenario-baggmtoach to developing a mobile augmented reality
system which uses spatial information, in particobaute data for pedestrian use.

2. Related work

Many researchers have investigated the use of AR sgatial information for outdoor usage while
other researchers have explored mobile-based rimngsystems. The ARVino (King et al. 2005)
was developed to investigate the possibility ohgsAR for agricultural use. The application uses
GIS data (e.g. a vegetation index map) to disptayreage of the type of grapes, which augmented on



top of a live image of the vineyard itself. Thelars of this paper pointed out several challeriges
properly use AR outdoors, including transparency afarity of virtual objects, sunlight on the
display, and what the authors call “the long-flawing problem,” caused by depth perspective, in
which it becomes difficult to show distances betwebjects located far away on a flat distance.
The wearable computer has been popular in Mobilen&®gation applications. Hollerer and his
colleagues (T. Hollerer et al. 1999) studied fogpes of mobile AR interfaces: an outdoor User
Interface (Ul), a handheld map Ul, an Indoor Uldamn indoor/outdoor interaction. In order to
determine a user’s location indoors, Radio Frequdientification (RFID) was implemented
(Tenmoku et al. 2003). Map Torchlight (Schoningle2009) uses a projector to superimpose POls,
streets, and additional spatial information ondbp paper map.

Baus and his colleagues investigated map-basedlengbides (Baus et al. 2005). The authors
pointed out that a perspective view is preferredrimpile navigation system users over a birds-eye
view. Luca and Daniele developed a mobile navigasystem that can be used for evacuation
purposes (Chittaro & Nadalutti, 2008). Their evdmmnavigation system used location-aware 3-
dimensional models to reduce navigation errorsnergency situations.

3. Scenarios and functionality

3.1 Scenarios

The scenario approach has been introduced in theaRvComputer Interaction (HCI) and Computer-
Supported Cooperative Work (CSCW) communities tb thie gap created by the “traditional
approach” to design. It seeks to do so by imposingchnological orientation, abstraction, and
other “user-distant” features (Giboin et al. 2002T.his paper adapts this method to describe how to
implement an AR interface in mobile GIS applicaiowe present three scenarios below:

3.1.1 Scenario 1: Mrs. Smith wants to find her son’s neulat

Mrs. Smith is visiting London to see her son wha istudent at University. She is new to London
and wants to find her son’s flat near Russell SgijuaShe has a London A to Z map but she is having
a hard time reading the map and orienting it withds in the real world. This scenario is intended
to highlight the potential of AR navigation systemwbich can overlay route information onto a
physical world. Providing route information in arRAview to Mrs. Smith has the added benefit of
ease of use: she understands spatial informaticthi@ case route information) intuitively.

3.1.2 Scenario 2: Henry wants to find his way around camps

Henry Smith is a freshman at UCL. He attends hestand seminars everyday but his lecture rooms
and seminar rooms are spread throughout the UClpeanie is always checking Google Maps to
find routes to his classes. Henry wants to haw#Ca building map so he can easily select his
lecture room from a menu and find directions easilyhis scenario focuses on providing an AR
navigation system in a defined area such as a wgityecampus. It could be equally useful in an
amusement park, a shopping centre, an Olympic camphd so on.

3.1.3 Scenario 3: Henry and Jin Woo want to meet for luni

Henry Smith made a new friend in his Universityy Woo Kim. Henry and Jin Woo want to have
lunch together, but they are both new to campusy e in different UCL buildings and they have
only one hour free for lunch. They want to choaseintermediate location that is between them,
and they want their smartphones to route them ab Itftation from their present locations. This
scenario focuses on sharing routes among choses arse finding an intermediate location between
them. In addition, it updates the intermediateatmn according to each user’s relative walking
speed.

3.2 Functionality

One of the common functions in all three scenasake ability to provide route information in an
AR view. Doing so will allow the user to avoid hagito read a 2-dimensional map. Each of the
scenarios describes a slightly different situation.



Table 1.Functionalities

Scenario 1 Scenario 2 Scenario 3

» Display route information in a AR view

Common » Detect user location automatically

Functions » Display destination location

» Continuously detect/update user location

e Exchanging user

. . location
Unique ﬂgﬂgsean m]POL: * A selection of information among
. user- defined destinations in various users
Functions destination a defined area | « Calculate/show

intermediate
location

4. System architecture and visualisation

4.1 System Architecture

Figure 1 describes an overview of the system archite for mobile AR applications that are made
for this research. In this research we use the didgrlatform (Android 2.3: Gingerbread) and Java.
The Samsung Galaxy Nexus S has been used as thie mielice. The Galaxy Nexus S has a 1
GHz ARM cortex A8-based CPU, 512 MB RAM, a 4-indhssg touchscreen and a 5-megapixel rear
camera. Google Maps have been used as a backgmapdnd additional UCL building data in
scenario 2 was created in the JSON format (Figure 2
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Figure 1.System Architecture Figure 2. UCL building JSON

4.2 Visualisation and user interface
The system supports two navigation modes and tbe e¢en switch between them by pressing a
button on the mobile device.

4.2.1 Map view

In map view, the system is continuously choosirgghtgher accuracy location sensor by comparing
between its GPS and signals from the network peavidnd using these to determine the user's
location. After the device initialises the usddsation, it displays that location on the map (Féy



3). After determining the user’s desired destorgtihe system connects to the Google server using
the Google Maps Application Programming Interfagélj in order to obtain route information.
The calculated route information is sent by KMLrfat (which contains a list of geo-coordinates)

and it is drawn on the map (Figure 4). The us@ravided an option in the map view to convert to
from a street map view to a satellite view (Figbye
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Figure 5. Satellite view I":igure'G.Ah V|ew

422 AR view

In the AR view the route information is communichtbrough an arrow image (figure 6). In order
to visualise the route line correctly on AR vieve thaversine formula is applied from the given route
information by the Google map server. The direwloarrow is superimposed on the real world

scene that is being displayed on the mobile dewiseteen, so enhancing the sense of location and
route finding.

5. Conclusion and future work

In this paper we have constructed three scenadnasbienefit from the use of an AR interface in a
navigation system for pedestrians. There are soerumf reasons why AR will make for a superior
interface. Firstly, an AR interface can be commatary to a conventional navigation interface
which uses 2-dimensional maps or a birds-eye vievihis benefit will be especially appreciated by
users who have difficulty orienting maps to the warld. Secondly, an AR navigation system can



be efficiently implemented within defined areas tsws university campuses, shopping centres,
amusement parks, and so on. Today's mobile apigicacosystem allows users to download
mobile applications ubiquitously.  Thirdly, we g@gted the possibility of sharing a route in real-
time among a group of users and of providing aermediate point. There are many directions in
which we would like to extend this work. Firstlye would like to compare user interfaces, namely
an AR interface, a conventional interface, and &ribyinterface to compare which can most
efficiently provide route information. Secondlyy bxtending a navigation system'’s point of view,
we would like to implement a seamless indoor/outdwavigation system within one AR interface.
Finally, in terms of improving the user interfaace the AR view, we would like to add extra
information such as distance which can help to cedavigation errors, moving towards an effective
mobile AR application for pedestrian usages.
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