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1. Introduction

Point pattern analysis often involves delineating the areal region occupied by a set of sample points (Galton and Duckham, 2006). These areal boundaries are generally derived using either polygon, or hull-based, methods or statistical techniques. Kernel density estimation (KDE), which produces continuous estimates of the spatial intensity of a point pattern (Silverman, 1986), is widely used in many applications, including crime hot spot analysis (Bailey and Gatrell, 1995) and wildlife home range estimation (Worton, 1987).

While KDE is widely used to characterise point patterns, the technique has received recent criticism in the literature, particularly when applied to wildlife tracking data. KDE is sensitive to selection of the bandwidth (Seaman and Powell, 1996; Gitzen and Millspaugh, 2003), which is generally chosen using a least-squares cross validation procedure (LSCV; Silverman, 1986). Several authors have argued that KDE using LSCV bandwidth selection fails to accurately delineate point pattern boundaries, particularly when sample sizes are small (Seaman et al., 1999; Girard et al., 2002), when sample points are spatially or serially autocorrelated (de Solla et al., 1999), or when the distribution of points is linear or contains a large amount of empty space (Blundell et al., 2001; Hemson et al., 2005). While sample size and autocorrelation can be addressed by choice of sampling design (Borger et al., 2006; Katajisto and Moilanen, 2006), impact of the shape of the distribution has not been adequately considered in the literature.

Examination of a fundamental assumption of KDE can explain why the overall shape of a point distribution can impact the accuracy of the estimates. Namely, KDE generates continuous measures of spatial intensity using a weighted distance function, typically a Gaussian kernel, where distances are measured in Euclidean space. Many processes, however, operate in network space (Miller, 2005), resulting in linear or irregularly shaped spatial distributions. If a set of points is generated by a network-related phenomenon, then using KDE based on Euclidean distances cannot be expected to yield accurate results, regardless of the method used to select the bandwidth. Rather, in these cases, we suggest an approach where KDE is performed using network distances. Borruso (2005) used a similar approach to identify clusters of node intersections in a street network, although he did not apply a distance weighting function as is used in KDE. Additionally, the use of network distances has been recently applied to K-functions (Yamada and Thill, 2004). This paper describes a preliminary implementation of network-based kernel density estimation (NKDE).
2. Methodology

The kernel density estimate ($f$) at the point $x$ is formulated as:

$$
\hat{f}_h(x) = \frac{1}{nh} \sum_{i=1}^{n} K \left( \frac{x - X_i}{h} \right),
$$

where sample size $n$ contains points $X_1, X_2, ..., X_n$, $h$ is the bandwidth, and $K(y)$ is the kernel (Silverman, 1986). NKDE is implemented in a GIS environment similar to KDE, except distances between the grid points where the spatial intensity is to be evaluated and the individual event points are calculated along a specified network. Network distances are calculated by first connecting each evaluation grid point to the nearest node in the network and then computing the distance to each sample point. A distance weighting kernel is then applied to the network distances and substituted into the density function $f$. Any distance weighting function can be used, although we selected the Gaussian kernel. For comparison, we computed both KDE and NKDE estimates for two scenarios, one where a known network could be specified and another where the network was unknown. We calculated the density estimates using TransCAD GIS and mapped the results using ArcGIS 9.1.

First, we characterised the pattern of traffic accidents in a portion of Orleans County, Vermont, USA, which contained 27 unique traffic accident sites during 1998-2001. We obtained digital traffic accident and road data from the Vermont Center for Geographic Information. We applied NKDE using road network distances and specified a bandwidth of 4 km for both the NKDE and KDE analyses.

Next, we applied KDE and NKDE to characterise the area occupied by an individual animal, termed the home range. We used a hypothetical dataset of 50 sample points, similar to what would be obtained during a radio-tracking study (Amstrup et al., 2004). Since the exact paths travelled by wildlife are not known from typical tracking studies, we estimated a travel network by creating a two-dimensional triangular irregular network (TIN) from the set of sample points. The TIN approximates paths used by wildlife in their home range, as paths between neighbouring points are represented by straight lines, while paths between more distant points are represented as pathways that connect intermediate points. For illustration, we computed both the KDE and NKDE home ranges using a single arbitrary bandwidth.

3. Results and Analysis

The characterised patterns of traffic accident densities differed markedly between KDE and NKDE applications (Figure 1). Use of Euclidean distances produced a single high-intensity core area, with intensity decreasing radially outward. However, the network analysis produced highest densities along road segments with several accident locations, with intermediate levels corresponding to connecting roads or those with fewer accidents. These results illustrate that NKDE provided a much more realistic characterisation of traffic accident density than Euclidean-based KDE, given that the accidents were associated with the road network.
Results of the wildlife home range analysis were similar to the traffic example, although the differences between the KDE and NKDE results were not as dramatic (Figure 2). The NKDE analysis produced two distinct core areas separated by a lower intensity area. Using the same quantile classification, the Euclidean-based analysis did not distinguish between the two clusters of points and the empty space between them. Additionally, the NKDE estimate appeared to generate a better fit to the shape of the point distribution, containing less empty space within the high intensity area.

The presented analyses were sensitive to both the specified networks and bandwidths. While the road network was an obvious choice for the accident data, the TIN served as an approximation of the animal’s network of travel paths. While the TIN generated will vary with different sets of sample points, we suspect that NKDE estimates will improve as the number of points increases, as the TIN should better represent actual paths travelled. While we did not conduct the analyses using LSCV-selected bandwidths—as we have yet to develop such a procedure—the chosen bandwidths still served to illustrate NKDE. The preliminary results suggest that NKDE provides an improved method for characterising point patterns generated in network space.
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