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Abstract





	The optimal location of facilities has been become a main subject of extensive research since the 1960s. During that period, many algorithms and methodologies have been introduced and developed for an increasingly varied range of definitions of optimality (i.e. Hakimi 1964, Cooper 1964, Maranzana 1964, Tornqvist 1968, Teitz and Bart 1968, Densham and Rushton 1992). Although the algorithms have solved ever larger and empirically more interesting location problems and programmed (i.e. Rushton, et. al 1973, Goodchild and Noronha 1983, Ottensmann 1985), they are still based on the algorithms originally developed in the 1960s. Yet the potential for application of these algorithms and even the recent developed one, GRIA (Global and Regional Interchange Approach)(Densham and Rushton 1992) to location problems is very great.


	Also under these algorithms, location-allocation models have focused on normative analysis of well-defined problems in a deterministic environments. Since the location theory of Weber, Losch and Christaller, the location-allocation models that explore the best location for facilities have been developed to search optimal sites of targets under various objectives.  In order to search the best location, generally, the models have been dependent on the two approaches: optimal and heuristic. The matter of optimality is essentially to explore a global optimal location for facilities through exact algorithms such as branch and bound algorithm (Scott 1971) and the optimality can be result from Lagrangian relaxation with subgradient optimisation technique (Narula et. al 1977). However, this method is very limited to the data size and computation time. Therefore, the application to location-allocation problems has been mainly rested on the process of some heuristic searches.


As a second approach, the heuristic method is the search method that optimal search can be converged on a local optimum with reasonable computational cost without being able to guarantee either feasibility or optimality. Actually solving a location-allocation problem optimally would require analysing every possible alternative configuration as a combinatorial problems. With a large number of alternatives, finding an optimal solution is not feasible, even for a relatively small problem. Therefore, heuristic algorithms are used to solve location-allocation problems. In the case of P-median problem that minimise travel cost from centres to their demands assigned to each centre, Cooper algorithm used alternative heuristic in a catchment area and Tornqvist used a heuristic method exploring a whole catchment area, otherwise, Teitz and Bart algorithm developed interchange or substitution process and Maranzana represented an alternative strategy using partitioning and relocating heuristic. 


	Despite of their robust theoretical development and popularity in various academics for over 30 years, however, recently the algorithms and heuristic search strategies have faced with serious challenge to turn the view into more powerful and potential tools. In fact, in the 1960s, reasonable local optimum under the computational power and small data sets were undoubtedly accepted to the authors. Furthermore, it was impossible to collect various real data sets for their location-allocation problems. So the heuristics did not or could not discover any limitations and problems for handling data size and computational performance. 


	However, the real world tends to be much more complex, highly nonlinear and in general far messier than the fairly straightforward problems that linear and standard mathematical optimisation methods can readily cope with in the 1960s and 1970s. And the spatial nature of location problems usually results in vast search universes in which stochastic phenomena and randomness is not any more unusual situations. Therefore, we need more robust and flexible tools to solve the complex, complicated, non-linear and stochastic location problems and also should find modern approach being able to overcome the limitations and problems behind the conventional optimisation algorithms.


	In order to suggest new approaches based on more flexible and robust search optimisation algorithms and provide a possibility of an alternative to solving location-allocation problems, this study will use AI perspectives, especially attention to genetic algorithms which can be used to optimise the functions of facility location variables such as coordinates and constraints, and other heuristic search possibilities of simulated annealing and tabu search will be tested to outperform the conventional optimisation algorithms used in the location-allocation problems. The new optimisation techniques for location analysis should be powerful, flexible, feasible and be able to handle large data sets to solve the problems at hand. As an answer for this request, Genetic Algorithms (GAs) can be offered to outperform the conventional optimisation algorithms and as an alternative tool. The GAs that come from the fitness of survival rules of biological world can rapidly establish themselves as powerful general-purpose optimisation and modelling techniques (Goldberg 1989), and can handle large databases in location problems, whereas the conventional optimisation techniques is tedious and time consuming or may otherwise not be soluble. The GAs furthermore, find approximate solution (near global optimum than any conventional optimisation algorithms) to combinatorial optimisation problems through probabilistic search strategy (Michalewicz 1996). Although the application of the GAs have been used so popular a few researchers and studies in location analysis and GIS have been achieved (i.e. Openshaw's pioneering activities, 1989, 1994, 1996, 1997, Birkin et.al 1994, 1996, George 1994, Diplock 1996). The GAs is easier to be implemented and simple way to the combinatorial optimisation analysis relevant to the location-allocation problems (i.e. Murnion 1996). While the GAs represent a new application world for spatial optimisation algorithms, simulated annealing and tabu search can also be well-established optimisation algorithms as spatial heuristic. Briefly, from their applications, a new random solution can be easily generated from a previous best solution. These two algorithm can create a single move list that provide the basis for  Monte Carlo optimisation methods and can develop multiple moves as well (Openshaw 1997).  In order to highlight their outperformance and the possibilities to the location analysis, A GIS based zone design system (ZDES) will be experimented and compared the results of location analysis with the conventional models and algorithms as well. The main reasons of why these intelligent optimisation algorithms and heuristic searches are selected in this study are to response the need of more realist location analysis tools in which the optimisation algorithms should be free from data size and their constraints, and should be sensitive for application areas to find out more acceptant result for the users. Furthermore, with GIS environments, data sets being able to collect for location analysis have been increased rapidly and can be acquired easily without extra data collection cost, and simultaneously the speed of computer performance has been unpredictably developed. 


	In conclusion, therefore, in this paper, we plan to focus on the capabilities and performances of several conventional location-allocation algorithms associated with the optimisation algorithms and eventually compare their results with a new and modern intelligent spatial optimisation algorithms to response which one (they) can be useful for GISable location analysis tool kits. For the issue of integrating the location analysis into GIS, Arc/Info and Arc/View will be linked loosely using their macro languages such as AML and Avenue. As a result, we expect that the intelligent location optimisations and their heuristic searches will outperform the conventional algorithms and discover a new challenge which should be regarded for the next generation of GIS development and in spatial analysis task.
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