Modelling Disease Exposure: Estimating Relative Risk for Motor Neurone Disease in Finland








Clive E. Sabel 1


Anthony C. Gatrell 2


Markku Löytönen 3


Paula Maasilta 4


Matti Jokelainen 5








1 Department of Geography, Lancaster University, Lancaster, LA1 4YB


  email: c.sabel@lancaster.ac.uk


  tel: (01524) 593732


  fax: (01524) 847099





2 Institute for Health Research, Lancaster University, Lancaster, LA1 4YT


3 Department of Geography, FIN-20014 University of Turku, Finland


4 Department of Medicine, FIN-00014 University of Helsinki, Finland


5 Department of Neurology, Päijät-Häme Central Hospital, FIN-15850 Lahti, Finland








Extended Abstract





1. Introduction





Geographical epidemiology rests largely upon the assumption that the spatial incidence of diseases holds a key to their causes (Schæström, 1996). However, high mobility, long latent periods and environmental change complicate matters, distorting what might otherwise be a direct relationship between cause and effect. This gives rise to what Schæström has called Space-Time lag. From a geographical point of view, this means that the place or environment where the case is discovered and diagnosed is not necessarily the same place or environment where the exposure occurred (Picheral, 1982).





Many studies examining associations between geographical patterns of disease and causal factors adopt the key underlying assumption that current residence in an area can be equated with exposure to conditions that currently (and historically) pertain there (Bentham, 1988). This is important, since the place of residence at the time of diagnosis or death is often adopted by epidemiologists and geographers as the location for further analysis of the disease in question. Yet people move, and hence previous exposure to pathogens will not be included in the study. The problems will be greater for diseases that have a long lag or latency period, allowing plenty of time for mobility of the population.  By adopting only the current residential address, not only will an individual’s migration history be neglected, but additionally the daily ‘activity spaces’ of the patient will be ignored.





Existing studies of disease clustering are often criticised due to the way in which boundaries of space and time are chosen. Some commentators have even questioned the value of investigating individual disease clusters at all, due to methodological shortcomings (Rothman, 1990). This study hopes to avoid these traditional criticisms, by adopting an individual or point approach, with no spatial aggregation. It is precisely this which Schæström called for when he designed a methodology that is ‘as released as possible from preclusions in the shape of artificial spatial and temporal units and population aggregates’ (Schæström, 1996).





Specifically, this paper intends to search for any clustering which may suggest infective mechanisms at specific ages or dates in addition to spatial patterning. Hence the adoption of the Space-Time approach as advocated by Löytönen (1996) and Schæström (1996). It is hoped that this approach will provide a better insight into possible aetiological factors.





In order to counter criticisms such as those highlighted by Bentham (1988) and Rothman (1990), and to address the issues discussed above, regarding exposure and lag period definition, it is essential to work on a longitudinal data set which includes complete residential histories of patients, not just current residences. By taking time or age slices (residences at a given date or age of patients) and then mapping these results using Geographical Information Systems (GIS), insight into lag periods and exposure to potential pathogens might be gleaned. The disease under investigation here is Motor Neurone Disease (MND).








2. Methods





Our underlying philosophy is to maintain the data in its original individual form. This non-aggregated approach, using methods for the analysis of point processes, which preserve the continuous nature of the data, resolves some of the problems of analysis based on often arbitrary areal units such as postcode boundaries, or political boundaries. As such we hope to avoid the problems which often beset area based approaches and can lead to the Modifiable Areal Unit Problem (MAUP), whereby possibly false interpretations are made from analyses purely as a result of arbitrary aggregations of the data.








2.1 Testing Space-Time interaction





As Bithell (1990) has highlighted, the classic ‘Knox’ method for testing space-time interaction without knowledge of the population distribution is inappropriate for non-contagious diseases. Bithell proposed adopting density estimation techniques, which provide a well-founded approach to the problem of estimating relative risks at different geographical locations. Bithell’s ideas have been developed further by Kelsall and Diggle (1995) and here we extend them to deal with the temporal component on the third dimension. This is achieved by treating the data items not just as individual cases, but by attaching to each of these locations a value, representing the length of residence at that location. This procedure essentially weights the input items as an input to the density estimation. The null hypothesis which we will therefore be testing is that of constant risk.








2.2 Kernel Estimation





Kernel estimation is a statistical technique whereby, in epidemiological applications, a distribution of discrete points or ‘events’ representing incidence of disease is transformed into a continuous surface of disease risk. Essentially, a moving three-dimensional function (the kernel) of a given radius or ‘bandwidth’ ‘visits’ each of the points or events in turn, and weights the area surrounding the point proportionately to its distance to the event. The sum of these individual kernels is then calculated for the study region, and a smoothed surface produced. There are a variety of different kernels. The one used by ARC/INFO, and adopted for our study, is the bivariate biweight kernel. 





If the geographical distribution of the underlying population at risk was uniform, then a simple kernel of the patients would suffice. However, population is not uniformly distributed, and so we must consider methods for estimating the background risk





2.3 Ratio of kernels





The problem now becomes one of estimating the population at risk and making suitable corrections, which we have attempted to do by using a sample of controls. A priori, we would expect disease intensity to vary with the underlying population density (i.e. to expect ‘clusters’ in population centres) but how can we test if the observed risks are significantly different from what was expected? By taking a ratio of the kernel estimates of case and control intensity, we can produce a map of relative risk and identify ‘peaks’ and ‘troughs’ in the data. It is worth noting that identifying ‘gaps’ in relative disease risk might be just as illuminating in developing the aetiology of the disease as examining the ‘clusters’. In our particular case the third dimension, representing height, will be the variable of analysis of the kernel, and represents the length or period of residence of an individual at a location. Hence longer periods of residence at a location will be used to weight the analysis; these will have greater influence upon the kernel surface than short residential periods.





2.4 Significance Testing





If we want to interpret the results from a ratio of kernels, that is, our estimate of relative risk, it is important to have some idea of the statistical significance of local peaks and troughs under the null hypothesis of constant risk. As we have already noted, we would expect to observe clustering due to the natural background variation in the population from which events arise. What we are more interested in however, is detecting evidence of an elevated risk over and above this underlying environmental heterogeneity.





Bailey and Gatrell (1995) suggest treating the cases and controls from a study region as belonging to the same sample distribution. If there is no clustering of ‘cases’ relative to ‘controls’, this amounts to ‘cases’ being just a random sample from the pattern of both the cases and controls. Thus the hypothesis requiring testing is that of random ‘labelling’ of the cases and controls. By adopting the methodology of Kelsall and Diggle (1995) for each case-control pairing, we randomly assign one of the pair to be a simulated ‘case’, and the other a simulated ‘control’. If we then repeat this for all pairings, we obtain a simulated case and a simulated control map. We can then generate the relative risk maps as before. Using this random allocation idea, we then repeat the process in a form of Monte-Carlo simulation. After performing, say, 999 iterations, we can establish upper and lower simulation envelopes; we then have an estimate of how unusual the observed pattern is. If the observed pattern lies outside the simulation envelope, one can begin to speak of areas of significantly elevated, or reduced, risk.





The results of the simulations can be graphically displayed by constructing a ‘p-value surface’ which gives the proportion of simulated cells which are less than each observed cell, for each grid cell in the matrix. The 2.5% and 97.5% contours of this surface can then be draped over the original map of estimated risk, to highlight regions which correspond to significantly high or low risk. Kelsall and Diggle (1995) refer to these contours  as 95% pointwise tolerance contours.





2.5 Software environments





The raster GRID component of ESRI’s ARC/INFO GIS was used for all kernel estimation calculations. This was achieved using the Pointdensity function, taking the kernel option. This functionality is available in ARC/INFO version 7.1.1. ESRI’s ArcView 3.0a was also used for display manipulation and hardcopy output.








3. Application to environmental epidemiology





Having established some of the fundamental concepts and methods which we have adopted and developed, we now consider the application of these ideas, using data on the incidence of MND in Finland.





3.1 Motor Neurone Disease





Motor Neurone Disease (MND), also known as Amyotrophic Lateral Sclerosis (ALS) is a rapidly progressive, unremissive, fatal neuromuscular disease, with no known cause or cure. The absence of any real knowledge of aetiology makes it particularly attractive for the exploratory analysis of the form we are proposing.





There is little consensus as to the aetiology of MND. It has been suggested that MND is caused by a slow-acting or latent virus. The very high incidence of ALS observed on the Pacific island of Guam, and on Kii peninsula, Japan, has led to theories about environmental and genetic influences. Other theories include diet, and links with trauma (both physical and psychological) triggering the disease.





3.2 Data





In Finland, all administrative records (including migration and health) are registered on a personal level, accurately georeferenced to 1m and linked to other records using a unique identifier for each individual, the social security number (Löytönen, 1996). It is these records which form the basis of this current study.





By searching the digitally recorded Death Certificate register for all cases of MND, a total of 1000 cases between mid 1985 and 1995 were identified. For reasons outlined above, we have adopted a case-control approach. Each case was matched with a healthy control. Defining a suitable set of controls is clearly an important, and a non-trivial research problem. We aimed to control for two generally accepted confounding factors, namely age (same month of birth) and gender. Additionally, a broad matching with place of birth was made (same municipality), 





For each of  the patient and control groups, approximately 2100 residential moves have been identified since the establishment of the Finnish building’s register in the mid 1960s. Together with arrival and departure dates for each place of residence, we have loaded this data into Arc/Info GIS and have begun preliminary analysis.








4. Results





Analysis of the dataset is in its infancy, with useful results available by February 1998. We are proposing to follow the same methodology as that developed for the analysis of similar data in the NW of England, (Sabel & Gatrell, 1998), which also appears in http://www.lancs.ac.uk/postgrad/sabel/rostock.html.
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