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Introduction


This paper describes work undertaken as part of a research project into visualisation techniques for landscape evaluation.  As scenic resources worldwide are depleted, it is necessary to find ways to protect, manage and enhance those areas which remain.  In order to prevent further loss, methods of minimising negative change and enhancing already degraded landscapes must be found.


One approach to this problem is to produce a mathematical model which can predict the general public’s preferences for a number of landscapes. This type of model can be used to predict relative changes in landscape preference, as a landscape changes or under different management scenarios.  To do this, a visualisation of the landscape is required, either through photomontage or a computer simulation, based on real elevation and land cover data.  These simulations are useful, not only for predicting landscape preference, but also for showing the general public the likely appearance of potential changes in landscape.  In addition, landscape preference models may be modified to include non-natural components, such as wind turbines or electricity pylons, and used in assessments of their visual impact (for example: Hull and Bishop, 1988; Tan, 1997).





Landscape Preference Model


The landscape preference model is used to predict how the general public would rank a set of natural landscapes.  A new approach to data gathering was used to collect the landscape preference data required to create a psychophysical, predictive preference model, using the work of Shafer et al. (1969) as a basis for the methodology.


The Internet was used to undertake a questionnaire survey (Wherrett, 1997a).  Respondents were asked to score a selection of twenty landscape photographs, from a pool of ninety, between one and seven, using a World Wide Web (WWW) browser to view the images.  The questionnaire survey used a collection of hyper-text markup language (html�) documents and scripts written in the practical extraction and report language (perl�).


�
Landscape components


Three types of landscape components were measured.  The first was land cover components, as used in the model of Shafer et al. (1969); these were vegetation (trees and shrubs) and non-vegetation (such as grass and bare ground) in three distance zones (the near, middle and far) as well as water, subdivided into still, moving and sea water, and sky.  The second type of components were landform components, as suggested by Brush (1981) and Hammitt et al. (1994); comprising flat, low hill, steep hill, mountain and obscuring vegetation.  To measure these components the scanned images used in the survey were digitised using ERDAS Imagine (ERDAS, 1994).  The area and perimeter of each component was then measured using a grid system.


The third type of component was colour, which has been put forward by several authors (Bishop and Leahy, 1989; Orland et al., 1995).  The mean and standard deviation of red, green and blue colour per pixel in each image was calculated using Imagine.  The number of bytes per pixel in the original gif file was also calculated.  This variable is related to the complexity of the image and therefore of the landscape; previous research on this variable has used compression techniques to look at file complexity (Orland et al. 1995), this research used the lossless compression utilised by the 8 bit CompuServe Graphics Interchange Format 87 (gif87) file format (Bishop, 1997).


Validation of methodology


In order to validate the methodology used for gathering the data on landscape preference, several experiments were undertaken to examine aspects of the questionnaire.  Firstly, a pilot survey looked at the effects of ordering on landscape preference, as well as ensuring the questionnaire was easy to follow and complete successfully.  Secondly, a paper version of the questionnaire was undertaken to compare responses to paper and monitor-based images; it has already been proven that people will react the same to photographs and real landscapes (Hetherington et al., 1993; Shafer and Brush, 1977).  Finally, a second, full questionnaire survey was undertaken, using different photographs from the previous surveys; this allowed correlations to be calculated between the predicted preference scores from the model and actual scores from the validation survey.


Predictive Preference Model


 To create the model, the scores from the ninety landscapes were used, with measurements of landscape components, to run linear regression analyses.  The measurements of the landscape components were transformed and combined to examine the largest range possible of predictor variables.  Several variables appeared consistently in the best models, these included: the inverse of the number of bytes per pixel in the gif image; the ratio of the perimeter of sky to the perimeter of water; and the inverse of the perimeter of mountainous landform.  Colour was also a good predictor, in a number of different combinations.      


The results from the validation experiments showed that using the Internet to undertake the survey was a valid method for gathering preference data, and that the data collected could be used to create a landscape preference model which correlated well with actual preferences.  Models with an R2 of between 0.65 and 0.83 produced correlations of 0.6 to 0.7 .  


�
Visualisation


In order to use the landscape preference model to predict preferences for altered or alternative landscapes it is necessary to create a simulation of the landscape.  There are two main options to do this: the first is photomontage, altering a photograph of the existing landscape using image manipulation software.  The second is computer simulation, using actual elevation and land cover data, with or without aerial or satellite overlays, to create less photo-realistic, but still coherent, simulations.


Such simulations can then be used with the predictive model to examine potential impacts on landscape and can also be used to demonstrate to the general public the extent of these impacts, and longer term impacts, which may show how the initial degradation of the landscape lessens with time.





Automating the Process


Geographical Information Systems (GIS) may be used to automate part of the process of visualisation and evaluation of landscapes.  A model which requires data on the visibility of certain land cover or land form types can obtain this data directly from a GIS.  It is therefore possible to alter the data within a GIS layer and examine the visual impact of the change directly.  


Modules for visualising data are available in many GIS packages; data may also be imported into specialised visualisation systems such as MultiGen for the Silicon Graphics Platform and VistaPro for IBM and Macintosh platforms (Berger et al., 1996).  If the GIS and an environmental modelling application can calculate the changes caused by an alteration in land use management, the change will be easily visualised and the relative difference in landscape preference can be calculated using all three landscape component types.  The paper will discuss the issues of handling potentially complex imagery and models in the coupling of visualisation and geographic information systems.





Applications


The aim of this project is to produce a prototype system for landscape visualisation and evaluation (SyLViE) (Wherrett, 1997b) which will combine the landscape preference model with a landscape visualisation system to provide decision support for land managers, such as farmers, foresters and other natural resource managers, as well as those who formulate and implement the policies which determine the framework for both land management and use. 


Although predictive preference models cannot determine landscape scenic preference exactly, they are able to give an objective measurement, based on the preferences of the general public, of the level of appreciation for, or discontent with, a natural landscape.





�
Conclusions 


The methodology used to create the model is a highly flexible system, which can be easily extended to specific landscape or development types, allowing a variety of landscape impacts to be examined.  The integration of GIS technology into the system further enhances the flexibility; GIS is already used in examining visual impacts, such as wind farm developments (Kidner, 1997; Miller et al., 1997) and work has previously been undertaken on extending a landscape preference model to include the impact of man-made objects (Tan, 1997).


Further work is currently being undertaken to improve and widen the scope of the models.  This includes examining the effects of weather conditions of landscape preference; looking at the effects of ‘cultural’ buildings, such as castles, cottages, and ancient monuments; and determining whether the general public will rank a number of visualisations of landscapes in the same order as photographs of those landscapes.
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