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Introduction





This paper discusses the issues involved when implementing visibility analysis on a distributed cluster of networked machines.  The practicality of doing so is demonstrated by parallelizing a line-of-sight algorithm for determining the visibility indices of entities (or objects) such as elevation vertices, buildings, or road centrelines on a digital terrain model (DTM).  This may be a requirement of site selection for a contentious development, especially if visibility, or more specifically, visual intrusion is likely to be a key factor in gaining planning approval.  As vast quantities of spatial data become available, particularly DTMs at larger scales and denser resolution, the demands for parallel processing will inevitably increase.  Past research has centred on specialised parallel processing hardware (i.e. the Transputer - Kidner et al., 1997), however a model is presented here for parallelizing algorithms on a multipurpose parallel platform of multi-vendor machines.  





One of the main application areas of parallel processing in GIS has been in the field of digital terrain modelling, including terrain characterisation, feature extraction, DTM generation together with triangulation, and visibility analysis (Kidner et al., 1997).  Other examples of parallel algorithms in the GIS domain, include map overlay and intersection, line simplification, cartographic name placement, and location optimisation.  





Many of today’s GIS have now integrated digital terrain modelling functionality with traditional GIS functions to increase the range of applications now possible.  One such application is site selection, where it may sometimes be necessary to characterise the terrain as part of this process.  For example, in wind farm planning (Kidner, 1997, 1998), the site selection algorithm must identify locations which have good exposure; are not too steep; have a predominantly westerly aspect (in the UK); and ideally have low visibility, particularly from urban areas.  As an attribute of terrain position, visibility can be represented as a visibility index.  The visibility index of a point is defined as the number of occurrences a particular entity is seen (i.e. within an unobstructed line-of-sight or LOS) from that point.  Entities might include buildings, postcode centroids, road centreline vertices, or most commonly, other surveyed heights within the terrain model (i.e. objects).  This inevitably means that uni-processor systems provide poor response times when calculating the visibility indices of more than just a few locations, as is required for site selection.  Typically, a possible site may be a polygon which incorporates hundreds or thousands of DEM vertices, each of which could be characterised with a visibility index calculated to hundreds of thousands of other DEM vertices or lines-of-sight.  In these circumstances parallel processing techniques can be used to enhance the benefits delivered by the GIS.  





The increasing availability of computer networks, combined with recent advances in modern PC operating systems, means that many organisations already have an existing multi-purpose parallel processing resource which could be utilised to carry out such tasks.  In this paper, the authors present a new approach for parallelizing the visibility index operation on a cluster of Pentium based workstations.  In the full paper, results for an inter-visibility study of the South Wales valleys will be presented, with particular reference to an application for determining the most suitable locations for siting wind turbine generators (WTGs) within a pre-defined area.  These results will be compared with results from other parallel architectures (Kidner et al., 1997), such as a Transputer network








Visibility Analysis





For visibility analysis, the general problem is to identify the locations on the surface (or viewshed) which can be seen from an observer location.  The most common approach to representing the terrain surface is as a regular grid digital elevation model or DEM.  The advantages of using such a data structure for representing the terrain is that the uniform grid minimises search operations, since the co-ordinates of an elevation are implicitly related to the matrix position.  Algorithms are also conceptually very simple when applied to the regular grid. 





A profile of the terrain from the object to each DEM vertex (or observer position) is constructed and is classified as being “line-of-sight” or not . A line-of-sight profile simply implies that the object is visible from the observed location (Figure 1).
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	Figure 1 - Determination of whether a profile is line-of-sight (LOS) or not.








Parallel Workstation Cluster





Advances in the fields of networks and operating systems have provided organisations with a valuable non-specialised, general purpose parallel processing resource.  Networks are commonplace, and when combined with one of the many fully multi-tasking and pre-emptive operating systems, it is possible to build a parallel processing cluster of machines.  Operating systems which are able to support these environments include Windows NT, OS/2, LINUX, Solaris, and to a limited extent, Windows 95.  These parallel processing clusters can be homogeneous (same machine architecture) or heterogeneous (different machine architectures) in nature and can link machines or workstations of various speeds and abilities.  Each machine in a cluster can be a complete system in its own right, usable for a wide range of other computing tasks. Specialised hardware (parallel or otherwise) can also be incorporated into the cluster or virtual machine.








Visibility Index Algorithm





Parallel processing involves either splitting the process into several sub-processes and performing them on different processors concurrently, or splitting the data that is to be processed between a number of processors and executing multiple copies of the process simultaneously.  Healey & Desa (1989) categorise algorithm parallelism as being one of three broad approaches, namely event, geometric and algorithmic parallelism. Event parallelism, or farming, utilises the concept of a master processor distributing tasks to slave processors and assembles the computational results from each in turn. Geometric, or domain parallelism partitions the data set over the available processors, whilst algorithmic, or function parallelism partitions the process into sub-tasks.





In the case of the visibility algorithm, the number of distinct tasks is relatively few (Figure 2). The processing overheads are due to the sheer quantity of possible LOS profiles to be analysed.  Calculation of the profile is relatively straightforward, depending on the algorithm used and the type of interpolation employed (e.g. linear, biquadratic, bicubic, etc.). For the purpose of calculating visibility indices, linear or bilinear interpolation is generally considered sufficient.  The algorithm of Figure 2 assumes that the visibility indices are to be calculated for all DEM vertices within a defined visibility region (polygon) to all other DEM vertices within a zone of visual influence (ZVI).
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	Figure 2 - Algorithm For Determining the Visibility Index of a DEM.


Test and Results





The parallel visibility algorithms were applied to the problem of determining the visibility indices of a 2km x 2km visibility region of a larger 22km x 22km DEM of South Wales (the ZVI). The region is the location of the Taff Ely Wind Farm, 15kms north-west of Cardiff, and is the subject of an on-going investigation into the performance of GIS tools for the visibility analysis of Wind Farms (Kidner, 1997; Dorey et al., 1998).  The DEM was sampled at a resolution of 50m, hence the indices were calculated for 1,681 points (i.e. 41 x 41 vertices) as the number of line-of-sight profiles to every other DEM vertex (194,481 points, i.e. 441 x 441 vertices).  This is equivalent to nearly 327 million profile calculations; each of which could extend up to 1,000 interpolations.  Figure 3 illustrates the results of this analysis, and the locations of the actual WTGs on the wind farm site.  
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Figure 3 - Visibility Indices for a 2 km x 2 km Subset of the Taff Ely Wind Farm in South Wales. (Index is defined as 1% (White) to 40% (Black) of the 441 x 441 DEM Vertices).





The parallel processing cluster was established for twenty seven Pentium based machines, connected via a standard 10 mbs ethernet network, running Windows NT Workstation 4.0.  The software was developed using the PVM (Parallel Virtual Machine) system using C.  PVM can be compiled on over 40 platforms including specialised and non-specialised parallel processing hardware.  This is ideal for generating code, since applications are portable over the PVM system, regardless of machine architecture.  Only one machine, the master process, has direct access to the DEM data, all other processors receive information via inter-process communication.


Alternative approaches for domain decomposition of the DEM target locations between the processors were investigated.  The  three main ones were: dividing the workload into equal sized blocks of rows (Figure 4), dividing the workload into equal sized rectangles (Figure 5), and dividing the workload into actual rows (Figure 6).
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The algorithms were first tested on a simple tree structure virtual network, in which one master communication node is responsible for spawning and communicating with all sub-processors (Figure 7).  This, however has one significant drawback, all communication overhead is concentrated on one node thus producing a bottleneck.  The severity of this problem increases as the number of processors increases.





One solution to this is to adopt another level of communication nodes in the tree structure (Figure 8).  This would distribute the communication overhead and enable the algorithms to be implemented in a variety of novel ways.
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	Figure 7	Figure 8


	Simple Virtual Network.	Multi Level Virtual Network.








One of the main aims of the research is to investigate the optimum structure of the virtual network, especially the number of  communication to processor nodes.  In the first instance, this is deemed to be proportional to either the size of the DEM (ZVI) or the defined visibility region.





The results to date are very encouraging, and far superior to those of the Transputer network in terms of actual processing time (Kidner et al., 1997).  This is to be expected with the increased performance of today’s processors.  However, the ‘speed-up time’ (determined as total processing time against number of processors) behaves in a similar manner to that of the Transputers.  In the full paper, we will present these results and compare them to the performance of the same algorithm applied to the Tranputer network.
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