Introduction

The “explosion of observational and model-based data and the development of computer visualisation tools” (MacEachren and Monmonier, 1992) has made visualisation an effective way of analysing vast amounts of information and multivariate datasets. When embedded in interactive and dynamic computing environments, visualisation techniques can facilitate the formulation of hypotheses about their relations, as will be presented here. The capacity of graphics to reveal information such as patterns, outliers and trends from datasets has been acknowledged at least since the second half of the 1970s. However hypotheses or insights obtained through visual exploration and analysis frequently need to be confirmed in some other way. This short paper suggests that the visual interrogation of multivariate datasets can be very effective to inform further statistical modelling of (spatial) variables.

The problem in hand was to analyse a so-called “lifestyles” database. This type of commercially available data is highly multivariate and usually built from a disparate set of data sources that are concatenated by means of a common field, usually their postcode. Although not devoid of problems and limitations, the dataset used was of interest as it contains information about income at the unit postcode level and it is updated on a yearly basis. The next section briefly discusses the general characteristics of lifestyles datasets. This is followed by a description of some of the insights obtained from the dataset when explored with an interactive visualisation tool. Sections 4 and 5 show results from the (spatial) statistical analysis of the data aimed at confirming (or rejecting) such observations. The final section reflects on the results and poses some directions for future research.

1 LIFESTYLES DATA

“Lifestyle databases contain non-aggregated individual-level data (or household data) that can be accessed and statistically manipulated to gain knowledge about people, particularly their consumer habits and behaviours. Lifestyles data have been predominantly used for direct marketing, especially to target promotional literature through the letter-boxes of existing or potential consumers (‘mail targeting’)” (Harris, 1999). Lifestyles data sets are generally very diverse and frequently concatenated from disparate data sources using a common field, the residential address, to form a profile of individual households. Most lifestyles datasets are obtained from responses to postal consumer surveys or questionnaires (Harris, 1999). Each survey usually consists of a few hundred questions on varied “lifestyles” topics ranging from income and occupation to shopping habits, holiday and travel preferences.

The lifestyles dataset used for this study was available at the address level and variables were aggregated to unit postcode. 844 observation were available for the Bristol area. The main drivers for using this dataset have been that: i) it is updated every year (as opposed to once every ten years as in the case of the UK Census of Population), and ii) it contains information on income at the postcode level. One of our main

---


interests was to model how income (as well as other available proxy variables) is distributed across space using data at this fine level of resolution. The income variable in the lifestyles database is nevertheless available in value ranges. These had to be transformed to approximate a series of real values that could be modelled statistically.

This illustrates one of the many limitations of lifestyles databases. Since the data is collected for marketing purposes, answers to each question must be chosen from a set of pre-defined responses that are not always suitable for statistical analysis. A second limitation is that there is no obligation to complete the questionnaires. Hence, the respondents are self-selecting and constitute a non-random sampling of the population (Harris, 1998). These limitations make lifestyles data “fundamentally more biased and unscientific” (Longley, 1998). However, the increased geographic coverage, detail and periodicity of lifestyles datasets offer an alternative source of information that can challenge the traditional use of Census-based geodemographic data both for marketing applications and academic research.

2 DYNAMIC VISUAL EXPLORATION OF THE DATA

The lifestyles dataset variables were initially represented as points and visually explored using a Point Visualisation Tool (PVT) that facilitates the detection of patterns, trends and outliers in the variables (Tobon, 2001). In PVT, multiple representations of the same variable can be interrogated simultaneously through “brushing” (Monmonier, 1989), or dynamically linking such representations as illustrated in Fig. 1 by highlighting points in a view. In every view, each point represents an attribute values and its associated postcode. Although each view conveys only a subset of the characteristics of the data, this can be compensated by linking them “so that the information contained in individual views can be integrated into a coherent image of the data as a whole” (Buja et al., 1991). Brushing enables the linking of various representations of the dataset on screen allowing their simultaneous inspection.

Clusters of similar and outlier values were found and their location in space identified using the simple interactive visualisation technique of brushing. In Fig. 1, note the set of points highlighted in yellow in the Scatterplot where the income variable (labelled as “V2”) is plotted against the number of households with two cars (variable labelled as “V1”). Note that points with corresponding postcodes are also highlighted in yellow in the window labelled “Map”, where data points are plotted according to their UK grid coordinate. The points highlighted in yellow correspond to combinations of the aforementioned variables that behave rather differently than the rest of their counterparts. It can be seen in the Map how most of these points are clustered towards the northwest of Bristol. Note also that a few points of interest have been highlighted in a different colour (red) as the spatial location of the relative extreme values of income was of interest.

3 LISA

The previous section illustrates one of many other discoveries about relationships between variables of the lifestyles dataset that were made using a visual analysis tool such as PVT. Simple techniques such as brushing various graphical representations of the same data gave some indication of the correlation of the variables across space. This prompted the use of Local Indicators of Spatial Association (LISA), which measure the spatial dependence (or independence) between locations and provide evidence of whether spatial modelling of a variable is appropriate. LISA identify the association between a single value of a variable on one location and its neighbours. Two of such indicators—local Moran’s I and local Geary’s c— which take a variable’s location explicitly into account, were used to test for spatial autocorrelation. Following Anselin (1995), they can be formally defined as:

\[ I_j = z_j \sum w_{ij} z_i \]

3 For details see Openshaw and Turton (1998).

4 The only exception is the Map view where each point represents a postcode plotted according to its UK coordinates.

5 Similar analysis was done for all of the lifestyles database variables using these and other tools available in PVT.
\[ c_{ij} = \sum_{i} w_{ij} (z_i - \bar{z})^2 \]

where \( i \) and \( j \) refer to the spatial units of which there are \( n \); \( z_i = x_i - \bar{x} \), where \( \bar{x} \) is the mean of \( x \) or the attribute being measured; \( w_{ij} \) is the weight or degree of connection between zones \( i \) and \( j \) and it is defined according to some distance threshold or a degree of adjacency between the two locations. Positive values of Moran’s \( I \) indicate “spatial clustering of similar values (either high or low), and negative values a clustering of dissimilar values (for example, a location with high values surrounded by neighbours with low values)” (Anselin, 1995). Hence, low (negative values) of Moran’s \( I \) indicate negative spatial autocorrelation. Geary’s \( c \) is a similar statistic but it measures the squared difference of deviations from the mean of a value in a location and deviations from the mean of the values of its neighbours. By contrast to Moran’s \( I \), low values of Geary’s \( c \) indicate positive autocorrelation and high values indicate negative spatial autocorrelation.

This part of the analysis was performed in the SpatialStats module of S-Plus 4.5. Results were visualised in ArcView GIS 3.2a using its link to S-Plus, S+SpatialStats. LISA in this module can only be estimated for lattice data so the variables had to be aggregated by Enumeration District (ED). Fig. 2 shows the results of the local Moran’s \( I \) for the income variable colour coded by \( I \) value. This gives an indication of local spatial clusters and hence evidence that spatial modelling of the income variable might be appropriate.

Going back to PVT, Fig. 2 was used as a backdrop in the Map view to give further context to the visual understanding of the data. In Fig. 3, note how the points initially identified as having an extreme two-dimensional value (or ‘outlier’ combination of income against households with two cars), and detected as being spatially clustered, do correspond to EDs of high positive autocorrelation. The backdrop image allowed further interrogation of values by location and an understanding of where certain attribute values (such as outliers) occurred.

4 SPATIAL STATISTICAL ANALYSIS

Once evidence was gathered about spatial autocorrelation of the income variable, it was appropriate to go one step further and attempt its statistical modelling. Two types of spatial regression models were used: Autoregressive (AR) and Moving Average (MA). The first assumes correlation in the dependent variable (income in the present case). Following Fotheringham et al (2000), it can be formally expressed as:

\[ y = X\beta + \rho Wy + \varepsilon \]

where \( y \) is the vector of values for the dependent variable, \( X \) is the matrix containing all independent or explanatory variables from the lifestyles dataset, \( \beta \) is a vector of regression coefficients, \( W \) is an adjacency matrix (adjacency criterion), \( \rho \) the vector of the corresponding regression coefficients, and \( \varepsilon \) is a vector of random and independently distributed errors. The Moving Average model on the other hand assumes the correlation occurs in the error terms and can be expressed as:

\[ y = X\beta + u \]

where:

\[ u = \rho Wu + \varepsilon \]
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6 Only results for the Moran’s \( I \) are showed for succinctness but all the results are shown in Table 1.

7 Note that the Moran’s \( I \) indicator shown was estimated using a neighbourhood definition that follows an adjacency criterion. The software’s procedure is to build a spatial weights matrix based on the adjacency of spatial units or polygons (this corresponds to the first order adjacency). This is then adjusted to include all other polygons whose centroid-to-centroid distance is less than the average of all other polygons considered as neighbours by the first criterion (which is called an adjusted first order criterion).

8 Although this should be interpreted with care (see Anselin, 1995).

9 Various definitions of this matrix were explored and used in the estimations as in the case of the estimation of the LISA. However, only results for the Adjusted First Order adjacency criteria are shown here as models using it had a better fit.
Results for these models are shown in Table 2. The MA model was chosen to better fit the data as: i) $\rho$ had the highest value "suggesting a strong degree of correlation in the error term" Fotheringham et al (2000); ii) the R-squared ($r^2$ in Table 2) is the highest showing that about 66.2% of the variation in income is explained by the regression; and iii) the Akaike Information Criterion (AIC), which models the model fitting, is the smallest for the MA model indicating its superiority over the AR.

5 FURTHER THOUGHTS

"The increased availability of large spatially referenced data sets and the sophisticated capabilities for visualization, rapid data retrieval, and manipulation in geographic information systems (GIS) have created a demand for new techniques for spatial data analysis of both an exploratory and a confirmatory nature" (Anselin, 1995). This paper has presented evidence of how visualisation environments, which allow the dynamic and interactive exploration of datasets, allow fast and efficient information discovery and hypotheses formulation. Interesting findings can then inform further routes data investigation and analysis, for instance using statistical modelling.

However, one obvious observation is that the analysis performed here could not be carried out using a single package. The data was initially explored using a visualisation tool (PVT), the statistical analysis performed in a statistical package (S-Plus), and the visualisation of the Moran's $I$ and other statistical results was partly done in ArcView and partly back in PVT. Unfortunately, there is no package that integrates exploratory visual techniques with statistical analysis and hence the power of this two complementary forms of data analysis. Geographic Information Systems (GIS) traditionally treat visual display as an output or endpoint of an analysis process and therefore do not facilitate the use of graphics for the visual exploration of data. Statistical packages usually support multiple representations of a dataset, but they do not facilitate their simultaneous exploration or linking. Conversely, visualisation packages provide little statistical functionality and usually support a limited set of data structures. Although efforts have been done to integrate these two forms of data analysis (see for instance Anselin (1998), Wise et al (1999)), this is still an area with much room for research and development.
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10 See Anselin (1998) for a good discussion of implemented solutions to this problem and their shortcomings and limitations.
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Figure 1: Visually exploring the lifestyles dataset. Note the use of colour to investigate a point in different views and detect spatial patterns or outliers. Note how the highlighted points in the Scatterplot correspond to a spatial cluster of points as seen in the "Map" view on the right.

Figure 2: Local Moran’s I for the lifestyles’ income score variable. Note that shades of blue indicate negative spatial autocorrelation while shades of orange positive correlation.
Figure 3: Providing context to the visualisation in PVT by including an ED map of Bristol. Colour coding corresponds to Moran’s I values of spatial autocorrelation of the (lifestyles) income variable as explained in Fig. 2.
Table 1: Moran's I and Geary's c values and standardised values. The images presented in this paper correspond to the standardised values which are simply:

\[
LISADevStd = LISADev - E[LISADev]
\]

\[
StdDev_{LISA} = \sqrt{\frac{LISA - E[LISA]}{\text{Std LISADev}}}
\]
Table 2: Results of spatial autoregressive (AR) and moving average (MA) models of income. Out of 59 possible explaining variables, these seven (plus the intercept) were the most significant explaining variables. Numbers in bold show that the MA model fits the data better.