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Visualising spatial distributions

M-J KRAAK

Maps are an integral part of the process of spatial data handling. They are used to visualise spatial data, to reveal and understand spatial distributions and relations. Recent developments such as scientific visualisation and exploratory data analysis have had a great impact. In contemporary cartography three roles for visualisation can be recognised. First, visualisation may be used to present spatial information where one needs function to create well-designed maps. Second, visualisation may be used to analyse. Here functions are required to access individual map components to extract information, and functions to process, manipulate, or summarise that information. Third, visualisation may be used to explore. Functions are required to allow the user to explore the spatial data visually, for instance by animation or linked views.

1 INTRODUCTION

Developments in spatial data handling have been considerable during the past few decades and it seems likely that this will continue. GIS have introduced the integration of spatial data from different kinds of sources, such as remote sensing, statistical databases, and recycled paper maps. Their functionality offers the ability to manipulate, analyse, and visualise the combined data. Their users can link application-based models to them and try to find answers to (spatial) questions. The purpose of most GIS is to function as decision support systems in the specific environment of an organisation.

Maps are important tools in this process. They are used to visualise spatial data, to reveal and understand spatial distributions and relations. However, maps are no longer the final products they used to be. Maps are now an integral part of the process of spatial data handling. The growth of GIS has changed their use, and as such has changed the world of those involved in cartography and those working with spatial data in general. This is caused by many factors which can be grouped in three main categories. First, technological developments in fields such as databases, computer graphics, multimedia, and virtual reality have boosted interest in graphics and stimulated sophisticated (spatial) data presentation. From this perspective it appears that there are almost no barriers left. Second, user-oriented developments, often as an explicit reaction to technological developments, have stimulated scientific visualisation and exploratory data analysis (Anselin, Chapter 17). Also, the cartographic discipline has reacted to these changes. New concepts such as dynamic variables, digital landscape models, and digital cartographic models have been introduced. Map-based multimedia and cartographic animation, as well as the visualisation of quality aspects of spatial data, are core topics in contemporary cartographic research.

Tomorrow’s users of GIS will require a direct and interactive interface to the geographical and other (multimedia) data. This will allow them to search spatial patterns, steered by the knowledge of the phenomena and processes being represented by the interface. One of the reasons for this is the switch from a data-poor to a data-rich environment, but it is also because of the intensified link between GIS and application-based models. As a result, an increase in the demand for more advanced and sophisticated visualisation techniques can be seen.
The developments described here have led to cartographers redefining the word ‘visualisation’ (Taylor 1994; Wood 1994). In cartography, ‘to visualise’ used to mean just ‘to make visible’, and as such incorporated all cartographic products. According to the newly established Commission on Visualisation of the International Cartographic Association it reflects ‘... modern technology that offers the opportunity for real-time interactive visualisation’. The key concepts here are interaction and dynamics.

The main drive behind these changes has been the development in science and engineering of the field known as ‘visualisation in scientific computing’ (ViSC), also known as scientific visualisation. During the last decade this was stimulated by the availability of advanced hardware and software. In their prominent report McCormick et al (1987) describe it as the study of ‘those mechanisms in humans and computers which allow them in concert to perceive, use and communicate visual information’. In GIS, especially when exploring data, users can work with the highly interactive tools and techniques from scientific visualisation. DiBiase (1990) was among the first to realise this. He introduced a model with two components: ‘private visual thinking’ and ‘public visual communication’. Private visual thinking refers to situations where Earth scientists explore their own data, for example. Cartographers and their well-designed maps provide an example of public visual communication. The first can be described as geographical or map-based scientific visualisation (Fisher et al 1993; MacEachren and Monmonier 1992). In this interactive ‘brainstorming’ environment the raw data can be georeferenced resulting in maps and diagrams, while other data can result in images and text. By the publication of two books, Visualization in geographical information systems (Hearnshaw and Unwin 1994) and Visualization in modern cartography (MacEachren and Taylor 1994) the spatial data handling community clearly demonstrated their understanding of the impact and importance of scientific visualisation on their discipline. Both publications address many aspects of the relationships between the fields of cartography and GIS on the one hand, and scientific visualisation on the other. According to Taylor (1994) this trend of visualisation should be seen as an independent development that will have a major influence on cartography. In his view the basic aspects of cognition (analysis and applications), communication (new display techniques), and formalism (new computer technologies) are linked by interactive visualisation (Figure 1).

Three roles for visualisation may be recognised:

- First, visualisation may be used to present spatial information. The results of spatial analysis operations can be displayed in well-designed maps easily understood by a wide audience. Questions such as ‘what is?’, or ‘where is?’, and ‘what belongs together?’ can be answered. The cartographic discipline offers design rules to help answer such questions through functions which create proper well-designed maps (Kraak and Ormel 1996; MacEachren 1994a; Robinson et al 1994).

- Second, visualisation may be used to analyse, for instance in order to manipulate known data. In a planning environment the nature of two separate datasets can be fully understood, but not their relationship. A spatial analysis operation, such as (visual) overlay, combines both datasets to determine their possible spatial relationship. Questions like ‘what is the best site?’ or ‘what is the shortest route?’ can be answered. What is required are functions to access individual map components to extract information and functions to process, manipulate, or summarise that information (Bonham-Carter 1994).

- Third, visualisation may be used to explore, for instance in order to play with unknown and often

---

![Fig 1. Cartographic visualisation (Taylor 1994).]
raw data. In several applications, such as those dealing with remote sensing data, there are abundant (temporal) data available. Questions like ‘what is the nature of the dataset?’, or ‘which of those datasets reveal patterns related to the current problem studied?’, and ‘what if . . .?’ have to be answered before the data can actually be used in a spatial analysis operation. Functions are required which allow the user to explore the spatial data visually (for instance by animation or by linked views – MacEachren 1995; Peterson 1995).

These three strategies can be positioned in the map use cube defined by MacEachren (1994b). As shown in Figure 2, the axes of the cube represent the nature of the data (from known to unknown), the audience (from a wide audience to a private person) and the interactivity (from low to high). The spheres representing the visualisation strategies can be positioned along the diagonal from the lower left front corner (present: low interactivity, known data, and wide audience) to the upper right back corner (explore: high interactivity, unknown data, private person). Locating cartographic publications within the cube would reveal a concentration in the lower left front corner. However, colouring the dots to differentiate the publications according to their age would show many recent publications outside this corner and along the diagonal.

The functionality needed for these three strategies will shape this chapter. Each of them requires its own visualisation approach, described in turn in the following three sections. The first section provides some map basics. It will briefly explain cartographic grammar, its rules and conventions. Depending on the nature of a spatial distribution, it will suggest particular mapping solutions. This strategy has the most developed tools available to create effective maps to communicate the characteristics of spatial distributions. When discussing the second strategy, visualisations to support analysis, it will be demonstrated how the map can work in this environment, and how information critical for decision-making can be visualised. In a data exploration environment, the third strategy, it is likely that the user is unfamiliar with the exact nature of the data. It is obvious that, compared to both other strategies, more appropriate visualisation methods will have to be applied. Specific visual exploration tools in close relation to ‘new’ mapping methods such as animation and hypermaps (multimedia) will be discussed. It is this strategy that will benefit most from developments in scientific visualisation.

2 PRESENTING SPATIAL DISTRIBUTIONS

Maps are uniquely powerful tools for the transfer of spatial information. Using a map one can locate geographical objects, while the shapes and colours of its signs and symbols inform us about the characteristics of the objects represented. Maps reveal spatial relations and patterns, and offer the user insight into the distribution of particular phenomena. Board (1993) defines the map as ‘a representation or abstraction of geographical reality’ and ‘a tool for presenting geographical information in a way that is visual, digital or tactile’. Traditionally cartographers have concentrated most of their research efforts on enhancing the transfer of spatial data. This knowledge is very valuable, although some additional new concepts need to be introduced as illustrated in Figure 3. The traditional paper map functioned not only as an analogue database but also as an information transfer medium. Today a clear distinction is made between the database and presentation functions of the map, known respectively as the Digital Landscape Model (DLM) and Digital Cartographic Model (DCM). A DLM can be considered as a model of reality, based on a selection process. Depending on the purpose of the database, particular geographical objects have been selected from reality, and are represented in the
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database by a data structure (see Dowman, Chapter 31; Martin, Chapter 6). Multiple DCMs can be generated from the same landscape model, depending on the output medium or map design. To visualise data in the form of a paper map requires a different approach to an onscreen visualisation, and a road map for a vehicle navigation system will look different from a map designed for a casual tourist. Both, however, can be derived from the same DLM.

Next in importance to its contents, the usefulness of a map depends on its scale. For certain GIS applications one needs very detailed large-scale maps, while others require small-scale maps. Figure 4 shows a small-scale map (on the left) and a large-scale map. Traditionally maps have been divided into topographic and thematic types. Topographic maps portray the Earth’s surface as accurately as possible subject to the limitations of the map scale. Topographic maps may include such features as houses, roads, vegetation, relief, geographical names, and a reference grid. Thematic maps represent the distribution of a particular phenomenon. In Plate 6 the upper map shows the topography of the peak of Mount Kilimanjaro in Africa. The lower thematic map shows the geology of the same area. As can be noted, the thematic map contains information also found in the topographic map, since to be able to understand the theme represented one needs to be able to locate it as well. The amount of topographic information required depends on the map theme. A geological map will need more topographic data than a population density map, which normally only needs administrative boundaries. The digital environment has diminished the distinction between the two map types. Often both the topographic and the thematic maps are stored in layers, and the user is able to switch layers on or off at will.

The design of topographic maps is mostly based on conventions, of which some date back to the nineteenth century. Examples are representing water in blue (see MacDevette et al, Chapter 65), forests in green, major roads in red, urban areas in black, etc. The design of thematic maps, however, is based on a set of cartographic rules, also called cartographic grammar. The application of the rules can be translated in the question ‘how do I say what to whom?’. ‘What’ refers to spatial data and its characteristics – for instance whether they are of a qualitative or quantitative nature. ‘Whom’ refers to the map audience and the purpose of the map – a map for scientists requires a different approach to a map on the same topic aimed at children. ‘How’ refers to the design rules themselves.

Fig 3. Spatial data characteristics: from reality to the map via a digital landscape model and a digital cartographic model.
To identify the proper symbology for a map one has to conduct cartographic data analysis. The objective of such analysis is to access the characteristics of the data components in order to find out how they can be visualised. The first step in the analysis process is to find a common denominator for all of the data. This common denominator will then be used as the title of the map. Next the individual component(s) should be accessed and their nature described. This can be done by determining the measurement scale, which can be nominal, ordinal, interval, or ratio (see Martin 1996 for a discussion of geographical counterparts to these). Qualitative data such as land-use categories are measured on a nominal scale, while quantitative data are measured on the remaining scales. Qualitative data are classified according to disciplinary convention, such as a soil classification system, while quantitative data are grouped together by mathematical method.

When all the information is available the data components should be linked with the graphic sign system. Bertin (1983) created the base of this system. He distinguished six graphical variables: size, value, texture (grain), colour, orientation, and shape (Plate 7). Together with the location of the symbols in use these are known as visual variables. Graphical variables stimulate a certain perceptual behaviour with the map user. Shape, orientation, and colour allow differentiation between qualitative data values. Size is a good variable to use when the purpose of the map is to show the distribution amounts, while value functions well in mapping data measured on an interval scale. The design process results in thematic maps that are instantly understandable (for example newspaper maps and simple maps such as the one in Figure 5), and maps which may take some time to study (for example road maps or topographic maps – Plate 6(a)). A final category includes maps which require additional interpretative skills on the part of the user (for example geological or soil maps – Plate 6(b)).

Figure 6 presents an overview of some possible thematic maps. They represent different mapping
Plate 6(a)
Mount Kilimanjaro: a topographical view.
Plate 6(b)
Mount Kilimanjaro: a thematic view.
Plate 7
Representing spatial information: Bertin's (1993) graphical variables: size, value, texture (grain), orientation, and shape expressed in point, line, and area symbols.
(Source: Kraak and Ormel 1996)
methods, many of which are found in the cartographic component of GIS software. In addition to the measurement scale, it is also important to take into account the distribution of the phenomenon, whether continuous or discontinuous, whether boundaries are smooth or not, and whether the data refer to point, line, area, or volume objects. The maps in Figure 6 are ordered in a matrix with the (dis)continuous nature along one side and qualitative/quantitative nature along the other side. From the above it will be clear that each spatial distribution requires a unique mapping solution depending on its character (see also Elshaw Thrall and Thrall, Chapter 23).

However, if all rules are applied mechanically the result can still be quite sterile and uninteresting. There is an additional need for a design that is appealing as well. Figure 5 provides an example of good design. Here information is ordered according to importance and is translated into a visual hierarchy. The urban area of Zanzibar Town is the first item on the map that will catch the eye of the map user. The map also shows some other important ingredients needed, such as an indication of the map scale and its orientation. Placement and style of text can be seen to play a prominent role too. Text can be used to convey information additional to that represented by the symbols alone, and the graphical font used for the wording of ‘Zanzibar Town’ has been chosen to express its oriental Arabic atmosphere. However, to be effective the text must be placed in an appropriate position with respect to the relevant symbols.

3 VISUAL ANALYSIS OF SPATIAL DISTRIBUTIONS

3.1 Introduction

Since one of a GIS’s major functions is to act as a decision support system, it seems logical that the map as such should play a prominent role. With the map in this role one can even speak of visual decision support. The maps provide a direct and interactive interface to GIS data. They can be used as visual indices to the individual objects represented in the map. Based on the map, users will get answers to more complex questions such as ‘what relationship exists?’ This ability to work with maps and to analyse and interpret them correctly is one very important aspect of GIS use. However, to get the right answers the user should adhere to proper map use strategies.

Figure 7 demonstrates that this is not easy at all. The map displayed shows the northern part of the Netherlands. It is a result of a GIS analysis executed by an insurance company which wanted to know if it would make sense to initiate a regional operation. A first look at the map, which shows the number of traffic accidents for each municipality, would indeed suggest so. The eastern region seems to have worse drivers than the western region. However, a closer look at the map should make one less sure. First, the geographical units in the western part are much larger than the average units in the east; because each unit has a symbol the map looks much denser in the east. Second, when looking at the legend it can be seen that the small squares can represent from 1 to 99 accidents; the map shows some small squares representing only one accident, while others represent over 92. The west could therefore still have far more accidents then the east. The example illustrates not only that care is required when interpreting maps, but also that access to the map’s single objects and the database behind the objects is a necessity. Additional relevant information such as the number of cars and the length of road should be available as well.
How can map tools help with the visual analysis of spatial distributions (Armstrong et al. 1992)? Little is known about how people make decisions on the basis of map study and analysis. Giffin (1983) found that the strategies followed by individuals vary widely in relation to map type and complexity as well as according to individual characteristics. From the example above, it becomes clear that the user needs to have access to the appropriate spatial data in order to solve spatial tasks. Compared to the mapping activities in the previous section, the link between map and database (DCM and DLM) as well as access to the tools to describe and manipulate the data are of major importance. A key word here is interaction.

In order to make justifiable decisions based on spatial information, its nature and its quality (or reliability) must be known (Beard and Buttenfield,
Whether the data are fit for use is a complex matter, especially where combinations of different datasets are used. Visual decision support tools can help the user to make sensible spatial decisions based on maps. This is the most efficient way of communicating information about spatial reliability. This requires formalisation which can be done by providing functionality for data integration, standardisation (e.g. exchange formats), documentation (e.g. metadata), and modelling (e.g. generalisation and classification). This will lead to insights into the quality of the data on which the user will base spatial decisions. This is necessary because GIS is very good at combining datasets; notwithstanding the fact that these datasets might refer to different survey dates, different degrees of spatial resolution, or might even be conceptually unfit for combination: the software will not mind, but instead will happily combine them and present the results. The schema shown in Figure 8, and described extensively by Kraak et al (1995), summarises this approach.
While working with spatial data in a GIS environment one commonly has to deal with ‘where?’, ‘what?’, and ‘when?’ queries. In a spatial analysis operation the queries will result in the manipulation of geometric, attribute, or temporal data components, separately or in combination. However, just looking at a map that displays the data already allows an evaluation of how certain phenomena vary in quantity or quality over the mapped area. Often one is not just interested in a single phenomenon but in multiple phenomena. For some aspects analytical operations are required, but sometimes a visual comparison will reveal interesting patterns for further study. Spatial, thematic, and temporal comparisons can be distinguished (Kraak and Ormeling 1996).

3.2 Comparing spatial data’s geometric component

Comparing two areas seems to be relatively easy while focusing on a single theme – for example, hydrology, relief, settlements, or road networks. However, to make a sensible comparison the maps under study should have been compiled according to the same methods. They should have the same scale and the same level of generalisation or adhere to the same classification methods. For instance, if one is comparing the hydrological patterns in two river basins the individual rivers should be represented at the same level of detail in respect to generalisation and order of branches.

Figure 9 shows a comparison of the islands of Zanzibar and Pemba. They have been isolated from their original location and positioned next to each other. The coastline, reefs, road network, and villages are displayed, all derived from the Digital Chart of the World. It can be seen that Pemba, the island on the right, has a typical north–south settlement pattern, while Zanzibar, slightly larger, has a more evenly spread settlement with a larger urban area on the west coast (see Openshaw and Alvanides, Chapter 18, for a discussion of the analysis of geographically averaged data).

3.3 Comparing the attribute components of spatial data

If two or more themes related to a particular area are mapped according to the same method, it is possible to compare the maps and judge similarities or differences. However, not all mapping methods are easy to compare. Choropleth maps are the simplest to compare, at least as long as the administrative units are the same in both maps. Isoline maps can be compared by measuring values in each map at the same locations.

Figure 10 compares a chorochromatic map (a soil map, right) with an isoline map (precipitation, left). At first sight it appears that low precipitation corresponds with a soil type that dominates the eastern part of the island, and that high precipitation results in a wider diversity of soils. Those familiar with Earth science in general will know that there is no necessary link between the two topics, but the above visual map analysis could be
true. It shows that only the expert can do the real analytical work, but comparing or overlaying two datasets can be done by anybody – but whether the operation makes sense remains unanswered.

3.4 Comparing the temporal components of spatial data

Users of GIS are no longer satisfied with analysis of snapshot data but would like to understand and analyse whole processes. A common goal of this type of analysis is to identify typical patterns in space–time. Change can be visually represented in a single map. Understanding the temporal phenomena from a single map will depend on the cartographic skills of both the map maker and map user, since these maps tend to be relatively complex. An alternative is the use of series of single maps each representing a moment in time. Comparing these maps will give the user an idea of change. The number of maps is limited since it is difficult to follow long series of images. Another, relatively new alternative is the use of dynamic displays or animation (Kraak and MacEachren 1994). Change in the display over time provides a more direct impression of change in the phenomenon represented.

Figure 11 visualises the growth of the population of Zanzibar. From the maps it becomes clear that there is growth, and that growth in the urban district is faster than in the other parts of the island.

4 VISUAL EXPLORATION OF SPATIAL DISTRIBUTIONS

4.1 Introduction

Keller and Keller (1992) identify three steps in the visualisation process: first, to identify the visualisation goal; second, to remove mental roadblocks; and third, to design the display in detail. In cartography the first step is summarised by the phrase ‘how do I say what to whom?’, which was addressed in section 2. In the second step, the authors suggest removing oneself some distance from the discipline in order to reduce the effects of traditional constraints and conventional wisdom. Why not choose an alternative mapping method? For instance, one might use an animation instead of a set of single maps to display change over time; show a video of the landscape next to a topographic map; or change the dimension of the map from 2 dimensions to 3 dimensions. New, fresh, creative graphics could be the result, would probably have a greater and longer lasting impact than traditional mapping methods, and might also offer different insight. During the third step, which is particularly applicable in an exploratory environment, one has to decide between mapping data or visualising phenomena. An example of the mapping of the amount of rainfall may be used to clarify this distinction (Figure 12). Experts exploring rainfall patterns would like to distinguish between different
precipitation classes, by using different colours for each class, such as blue, red, yellow, and green. A wider television audience might prefer a map showing areas with high and low precipitation. This can be realised using one colour, for instance blue, in different tints for all classes. Making dark tints correspond with high rainfall and light tints with low rainfall would result in an instantly understandable map. When exploring, data visualisation might be favoured; while presenting, phenomena visualisation may be preferred.

This approach to visualisation requires that a flexible and extensive functionality be available. The keywords 'interaction' and 'dynamics' were mentioned before. Compared with the presentation and analytical visualisation strategies these are clearly the extras. However, options to visualise the third dimension as well as temporal datasets should also be available. When exploring their data, users can work with the highly interactive tools and techniques from scientific visualisation. How are those tools implemented in a geographical exploratory visualisation environment?

Work is currently underway to develop tools for this exploratory environment (DiBiase et al 1992; Fisher et al 1993; Kraak 1994; Monmonier 1992; Slocum et al 1994). In 1990 Monmonier introduced the term 'brushing', as illustrated in Figure 13. It is about the direct relationship between the map and other graphics related to the mapped phenomenon, like diagrams and scatter plots. The selection of an object in the map will automatically highlight the corresponding elements in the other graphics. Depending on the view in which the object is selected, the options are with geographical brushing (clicking in the map), attribute brushing (clicking in the diagram), and temporal brushing (clicking on the timeline). Similar experiments on classification of choropleth maps have been made by Egbert and Slocum (1992). MacDougall (1992) followed a similar approach, while Haslett et al (1990) developed the Regard package as an interactive graphic approach to visualising statistical data. Other applications are discussed by DiBiase et al (1992), and Anselin (Chapter 17). Dykes (1995) has built a prototype of what he calls a cartographic data visualiser (CDV) which has much exploratory functionality. The system consists of a set of linked widgets, such as slide bars, buttons, and labels.

The illustrations in Figure 14 show some of the important functions that should be available to execute an exploratory visualisation strategy. The following functions are discussed in the works referred to above:
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**Query:** an elementary function, that should always be available whatever the strategy. The user can query the map by clicking a symbol, which will activate the database. Electronic atlases incorporate this functionality (Figure 14(a): see also Elshaw Thrall and Thrall, Chapter 23).

**Re-expression:** this function allows the same data, or part of the data, to be visualised in different ways. A time series of earthquakes could be reordered by the Richter scale instead, which could reveal interesting spatial patterns; or the classification method followed could be changed and the grey tints inverted as well – as can be seen in Figure 14(b).

**Multiple views:** this approach could be described as interactive cartography. The same data could be displayed according to different mapping methods. Population statistics could be visualised as a dot map, a proportional circle map or a diagram map as shown in Figure 14(c).

**Linked views:** this option is related to Monmonier’s brushing principle. Selecting a geographical object in one map will automatically highlight the same object in other views. For instance clicking a geographical unit in a cartogram would change the colour of the same unit in a geometrically correct map. In Figure 14(d), clicking the diagram showing clove production reveals a photograph of a clove plant and a map with the distribution of clove plantations in that particular year. This type of functionality allows one to introduce the multimedia components which will be discussed later in this section.

**Animation:** the dynamic display of (temporal) processes is best done by animation. As will be explained in the next section interaction is a necessary add-on to animation (Figure 14(e)).

**Dimensionality:** to view 3-dimensional spatial data one should be able to position the map in 3-dimensional space with respect to the map’s purpose and the phenomena mapped (see Hutchinson and Gallant, Chapter 19). This means that all kinds of interactive geometric transformation functions to scale, translate, rotate, and zoom should be available, because it may be that the features of interest are located behind other features in the image (Figure 15).

### 4.2 Animation

Maps often represent complex processes which can be explained expressively by animation. To present the structure of a city, for example, animations can be used to show subsequent map layers which explain the logic of this structure (first relief, followed by hydrography, infrastructure, and land-use, etc.). Animation is also an excellent way to introduce the temporal component of spatial data, as in the evolution of a river delta, the history of the Dutch coastline, or the weather conditions of last week. An interesting example is ClockWork’s Centennia (previously Millennium: ClockWork 1995; [http://www.clockwk.com](http://www.clockwk.com)), a historical electronic atlas which presents an interactive animation of Europe’s boundary changes between the years 1000 and 1995. This type of product can be used to explore or analyse the history of Europe.

The need in the GIS environment to deal with processes as a whole, and no longer with single time-slices, also influences visualisation. It is no longer
Fig 14. Data exploration: (a) query; (b) re-expression; (c) multiple views; (d) linked views; (e) animation (overleaf).
efficient to visualise models or planning operations using static paper maps. However, the onscreen map does offer opportunities to work with moving and blinking symbols, and is very suitable for animation. Such maps provide a strong method of visual communication, especially as they can incorporate real data, as well as abstract and conceptual data. Animations not only tell a story or explain a process, but also have the capability to reveal patterns or relationships which would not be evident if one looked at individual maps.

Attempts to apply animation to visualise spatial distributions date from the 1960s (see, for example, Thrower 1961; Tobler 1970) although only non-digital cartoons were possible initially. During the 1980s technological developments gave a second impulse to cartographic animation (see Moellerling 1980). A third wave of interest in animation has developed, driven by interest in GIS (DiBiase et al 1992; Langran 1992; Monmonier 1990; Weber and Buttenfield 1993). Historic overviews are given by Campbell and Egbert (1990) and Peterson (1995).

The field of (cartographic) animation is about to change. Peterson (1995) expresses this as ‘what happens between each frame is more important then what exists on each frame’. This should worry cartographers since their tools were developed mainly for the design of static maps. How can we deal with this new phenomenon? Is it possible to provide the producers of cartographic animation with sets of tools and rules to create ‘good’ animation, in the form ‘If your data are ... , and your aim is ... , then use the variables ... ’? To be able to do so, and to take advantage of knowledge of computer graphics developments and the ‘Hollywood’ scene, the nature and characteristics of cartographic animations have to be understood. However, the problem is that ‘understanding’ animations alone will not be of much help, since the environment where they are used, the purpose of their use, and the users themselves will greatly influence ‘performance’.

How can an animation be designed to make sure the viewer indeed understands the trend or phenomenon? The traditional graphic variables, as explained earlier, are used to represent the spatial data in each individual frame. Bertin, the first to write on graphic variables, had a negative approach to dynamic maps. He stated in his work (1967): ‘... however, movement only introduces one additional variable, it will be dominant, it will distract all attention from the other (graphic) variables’. Recent research, however, has demonstrated that this is not the case. Here we should remember that technological opportunities offered at the end of the 1960s were limited compared with those of today. Koussoulakou and Kraak (1992) found that the viewer of an animation would not necessarily get a
better or worse understanding of the contents of the animation when compared with static maps. DiBiase et al (1992) found that movement would give the traditional variable new energy.

In this context DiBiase introduced three so-called dynamic variables: duration, order, and rate of change. MacEachren (1994b) added frequency, display time and synchronisation to the list:

- Display time – the time at which some display change is initiated.
- Duration – the length of time during which nothing in the display changes.
- Frequency – the same as duration: either can be defined in terms of the other.
- Order – the sequence of frames or scenes.
- Rate of change – the difference in magnitude of change per unit time for each of a sequence of frames or scenes.
- Synchronisation – (phase correspondence) refers to the temporal correspondence of two or more time series.

In the animation literature the so-called animation variables have surfaced (Hayward, 1984). They include size, position, orientation, speed of scene, colour, texture, perspective (viewpoint), shot (distance), and sound. The last of these is not considered here but can have an important impact (see Krygier 1994). These variables are shown in Figure 16 in relation to the graphic and dynamic variables. From this figure it can be seen that Bertin’s graphic variables each have a match with one of the animation variables. From the dynamic variables only order and duration have a match, but they are the strongest in telling a story. Research is currently under way to validate and elaborate the new dynamic variables.

4.3 Maps and multimedia components

This section presents a cartographic perspective on multimedia. The relationship between the map and the individual multimedia components in relation to visual exploration, analysis, and presentation will be discussed (see Plate 8).

Maps supported with sound to present spatial information are often less interactive than those created to analyse or explore. In some electronic atlases pointing to a country on a world map plays the national anthem of the country (Electronic World Atlas; Electromap 1994). In this category one can also find the application of sound as background music to enhance a mapped phenomenon, such as industry, infrastructure, or history. Experiments with maps in relation to sound are known on topics such as noise nuisance and map accuracy (Fisher 1994; Krygier 1994). In both cases the location of a pointing device in the map defines the volume of the noise. Moving the pointer to a less accurate region increases the noise level. The same approach could be used to explore a country’s language – moving the mouse would start a short sentence in a region’s dialect.

GIS is probably the best representation of the link between a map and text (the GIS database). As shown in Plate 8 the user can point to a geographical unit to reveal the data behind the map. Electronic atlases often have various kinds of encyclopaedic information linked to the map as a whole or to individual map elements. It is possible to analyse or explore this information. Country statistics can be compared. However, multimedia has more to offer. Now scanned text documents, such as those that describe the ownership of parcels,
Plate 8
Detail from Microsoft's Encarta World Atlas.
can be included. Text in the format of hypertext can be used as a lead to other textual information or other multimedia components.

Maps are models of reality. Linking video or photographs to the map will offer the user a different perspective on reality. Topographic maps present the landscape, but it is also possible to present, next to this map, a non-interpreted satellite image or aerial photograph to help the user in his or her understanding of the landscape. The analysis of a geological map can be enhanced by showing landscape views (video or photographs) from characteristic spots in the area. A real estate agent could use the map as an index to explore all houses for sale on company file. Pointing at a specific house would show a photograph of the house, the construction drawings, and a video would start showing the house’s interior. New opportunities in the framework are offered by the application of virtual reality in GIS.
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