


•  GIS  are very useful for the storage, 
manipulation and display of spatial data 

•  They are less useful for the analysis of spatial 
data  

•  Have been repeated calls for this to change 
•  In some cases the link between GIS and 

spatial analysis has been a step backwards  
•  One important way the situation can be 

improved is to develop better spatial 
analytical tools that can take advantage of 
the features of GIS 



Chief among these has been the 
development of Geographically 
Weighted Regression (GWR) 







•  Sampling variation 

•  Relationships intrinsically different across space e.g. 
differences in attitudes, preferences or different 
administrative, political or other contextual effects 
produce different responses to the same stimuli - a 
post-modernist view 

•  Model misspecification - suppose a global statement 
can ultimately be made but models not properly 
specified to allow us to make it. Local models good 
indicator of how model is misspecified - a positivist 
view 

•  Can all contextual effects ever be modelled?  
•  Can all significant variations in local relationships be 

removed? 





•  The mechanics of GWR  

•  Software for GWR 

•  GWR in practice: an example of the determinants of 
London house prices 

•  Won’t discuss the math of GWR in much detail 



In a typical linear regression model 
applied to spatial data we assume a 
stationary (the same stimulus provokes 
the same response in all parts of the 
study region) process: 

yi = β0 + β1x1i + β2x2i +… βnxni + εi 



The assumption of stationarity in regression 

yi = α + β xi  


1 


2 

Assumption is that the values of  are  
the same everywhere.  



•  We only see it through the residuals 
•  The residuals from a global model applied to 

a spatial non-stationary process will exhibit a 
marked spatial pattern 

•  Spatially dependent residuals violate the 
regression assumption of error independence 
and invalidate any inferences from the model  



Suppose we have a non-stationary 
process that can be modelled by: 

yi = α + βi xi 

but we model it incorrectly with a global 
model of the form: 

yi = α + β xi 



Real values of  βi 

.9    .8    .8    .7    .5 

.8    .7    .6    .5    .4 

.7    .6    .5    .4    .4 

.6    .5    .4    .3    .2 

.5    .4    .3    .2    .1  



Estimated value of βi from global model 

.5    .5    .5    .5    .5 

.5    .5    .5    .5    .5 

.5    .5    .5    .5    .5 

.5    .5    .5    .5    .5 

.5    .5    .5    .5    .5 



Residuals (yi - yi’) 

+    +    +    +    0 
+    +    +    0     - 
+    +    0     -     - 
+    0     -     -     - 
0     -     -     -     - 



• We might map the residuals from the 
regression to determine whether there 
are any spatial patterns. 

•  Or compute an autocorrelation statistic 
for the residuals 

• We might even try to ‘model’ the error 
dependency with various types of 
spatial regression models e.g.Spacestat 



Why not address the issue of spatial 
nonstationarity directly and allow the 
relationships we are measuring to vary 
over space? 

This is the essence of GWR 

Where (u,v) refers to a loca<on at which data on y 
and x are measured and at which local es<mates 
of the parameters are obtained 





            
where wi(u,v) is the weight given to data 

point i for the estimate of the local 
parameters at location (u,v) 









Is to use a spatially adaptive weighting 
function such as: 

Wi (u,v) = exp(‐Ri(u.v)/ h)   
where R is the ranked distance 

or 

Wi (u,v)  = [1-(di(u,v)2 / h2)]2    

     if j is one of the Nth nearest  
     neighbours of i 

   = 0    otherwise  
In the laLer, we es<mate an op<mal value of N in 
the GWR rou<ne 





•  The results of GWR appear to be rela<vely 
insensi<ve to the choice of weigh<ng func<on as 
long as it is a con+nuous distance‐based func+on 

•  Whichever weigh<ng func<on is used, the results 
will, however, be sensi<ve to the degree of 
distance‐decay. 

•  Therefore an op<mal value of either h or N has to 
be obtained. This can be found by minimising a 
crossvalida<on score or the Akaike Informa<on 
Criterion 







•  estimate local standard errors 
•  calculate local goodness-of-fit measures 
•  calculate local leverage measures 
•  perform tests to assess the significance 

of the spatial variation in the local 
parameter estimates 

•  perform tests to determine if the local 
model performs better than the global 
one, accounting for differences in 
degrees of freedom 



•  1990 sales price data for 12,493 houses 
in London (excludes houses sold below 
market value) 

•  along with various attributes of each 
property and a postcode so locations 
down to 100m can be obtained via the 
Central Postcode Directory 

•  neighbourhood data obtained for 
enumeration districts (via postcode-to-ED 
LUT) 







Average House Prices by  District 













Residuals from Global Model 



An Alternative 

• Calibrate separate hedonic price models 
for each of the London boroughs 

• Map results or present in table form 
•  Example of the value of flatted properties 

and terraced properties 









•  There is a statistical issue in that some areas do not 
have sufficient data to support independent 
calibrations 

•  It is similar to a global model in that the processes 
being examined are assumed to be stationary across 
each borough (yet are assumed to vary between 
boroughs!) 

•  The process is assumed to be discrete and 
discontinuities coincide exactly with the boundaries of 
the boroughs.  However, most spatial processes are 
continuous and unrelated to the location of 
administrative boundaries 



Better to use GWR 

• Models a continuous change in local 
parameter estimates 

•  In this case an adaptive kernel is used - 
a bisquare function 

• Calibration yielded an optimal number 
of nearest neighbours = 931 

• Results presented in a series of 
parameter surfaces - those shown all 
have significant spatial variation 













Residuals from Global Model 





•  GWR is a useful method to investigate spatial non-
stationarity - simply assuming relationships are 
stationary over space is no longer tenable 

•  GWR is a genuine spatial statistical technique that is 
GIS friendly in that it is designed to take advantage 
of locational information as well as attribute 
information 

•  GWR can be likened to a ‘spatial microscope’ - allows 
us to see patterns in relationships that were previous 
unobservable 

•  Can use GWR either to aid model development or 
identify interesting areas for further investigation. 


