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Abstract. The scaling properties of earthquake populations show remarkable similarities to those observed at or near the critical point of other composite systems in statistical physics. This has led to the development of a variety of different physical models of seismogenesis as a critical phenomenon, involving locally nonlinear dynamics, with simplified rheologies exhibiting instability or avalanche-type behavior, in a material composed of a large number of discrete elements. In particular, it has been suggested that earthquakes are an example of a "self-organized critical phenomenon" analogous to a sandpile that spontaneously evolves to a critical angle of repose in response to the steady supply of new grains at the summit. In this stationary state of marginal stability the distribution of avalanche energies is a power law, equivalent to the Gutenberg-Richter frequency-magnitude law, and the behavior is relatively insensitive to the details of the dynamics. Here we review the results of some of the composite physical models that have been developed to simulate seismogenesis on different scales during (1) dynamic slip on a preexisting fault, (2) fault growth, and (3) fault nucleation. The individual physical models share some generic features, such as a dynamic energy flux applied by tectonic loading at a constant strain rate, strong local interactions, and fluctuations generated either dynamically or by fixed material heterogeneity, but they differ significantly in the details of the assumed dynamics and in the methods of numerical solution. However, all exhibit critical or near-critical behavior, with behavior quantitatively consistent with many of the observed fractal or multifractal scaling laws of brittle faulting and earthquakes, including the Gutenberg-Richter law. Some of the results are sensitive to the details of the dynamics and hence are not strict examples of self-organized criticality. Nevertheless, the results of these different physical models share some generic statistical properties similar to the "universal" behavior seen in a wide variety of critical phenomena, with significant implications for practical problems in probabilistic seismic hazard evaluation. In particular, the notion of self-organized criticality (or near-criticality) gives a scientific rationale for the a priori assumption of "stationarity" used as a first step in the prediction of the future level of hazard. The Gutenberg-Richter law (a power law in energy or seismic moment) is found to apply only within a finite scale range, both in model and natural seismicity. Accordingly, the frequency-magnitude distribution can be generalized to a gamma distribution in energy or seismic moment (a power law, with an exponential tail). This allows extrapolations of the frequency-magnitude distribution and the maximum credible magnitude to be constrained by observed seismic or tectonic moment release rates. The answers to other questions raised are less clear, for example, the effect of the a priori assumption of a Poisson process in a system with strong local interactions, and the impact of zoning a potentially multifractal distribution of epicenters with smooth polygons. The results of some models show premonitory patterns of seismicity which could in principle be used as mainshock precursors. However, there remains no consensus, on both theoretical and practical grounds, on the possibility or otherwise of reliable intermediate-term earthquake prediction.

1. Introduction

The prediction of individual earthquakes has long been a subject of the "holy grails" of geophysics [Maclebane, 1946; Richter, 1958; Suzuki, 1982; Turcotte, 1991; Johnston, 1996]. Of course, we would like to be able to predict the exact location, size, and time of a future event (i.e., before it happens), within narrow limits or error bounds [Wood and Gutenberg, 1935], and at a level of statistical significance above the null hypothesis of a random Poisson process, but is it possible? Scholz [1990a] has pointed out that there are practical problems in identifying precursors at a useful level of statistical significance. For example, in recent exercises in identifying statistically significant precursors according to a precise set of criteria, no clear positive examples were found [Wyss, 1991; Geller, 1996]. However, three examples were accepted, on the balance of evidence, onto a "preliminary list of significant precursors" [Wyss, 1991]. The absence of clear-cut precursors may be due to either of two reasons: (1) reliable earthquake precursors do generally exist on a timescale useful for predictive
purposes, but our instrumentation is currently insufficient to record them, or (2) they do not generally exist owing to the underlying nonlinear physics [e.g., Brune, 1979; Kagan, 1994a]. Nonlinear dynamics implies extreme sensitivity to initial conditions, making accurate long-term prediction potentially difficult or impossible, because we can measure such conditions on potential earthquake nucleation sites only indirectly and incompletely. Therefore it is possible, many would say even likely, that the reliable prediction of individual earthquakes, on a timescale of practical use for ordered evacuation, may prove to be an inherently unattainable goal.

In contrast, there has been a great deal of progress in recent years in the analysis of the statistical physics of seismogenesis as a process, notably in explaining the role of dynamic complexity in generating the rich order and pattern we see in the occurrence of populations of faults and earthquakes on a variety of scales. The aim of this article is to review some of this progress and to assess, even at this early stage, the impact of this relatively new paradigm on some practical problems in seismology. The emphasis is on probabilistic seismic hazard, which relies on the statistics of earthquake populations, rather than on the prediction of individual earthquakes.

We begin with a brief summary of some basic concepts in statistical physics and nonlinear dynamics and then summarize some of the important scaling properties to be addressed in the phenomenology of earthquakes. The section on statistical physics and seismogenesis includes a description of recent results obtained from composite physical models of (1) earthquake populations in the plane of an existing fault, (2) the development of large-scale earthquake faults, and (3) the nucleation and growth of smaller faults. The influence of pore fluids as an extra source of complexity is discussed with primary relevance to fault nucleation and induced seismicity. The interested reader is referred to the ongoing debate of the mechanical role of pore fluids in larger-scale processes introduced by Hickman et al. [1995]. In the final section we discuss some of the practical implications of the statistical physics of earthquakes for probabilistic seismic hazard analysis. For reference, a glossary of specialized terms follows the main text.

1.1. Some Basic Concepts in Statistical Physics and Nonlinear Dynamics

Statistical physics, or statistical mechanics, is the branch of condensed matter physics dealing with the physical properties of macroscopic systems consisting of a large number of elements (classically, atoms or molecules). This approach has been applied to various problems with analytical solutions in the equilibrium thermodynamics of composite systems, for example the behavior of ideal gases and paramagnetism [e.g., Mandl, 1988]. Examples of analytical models for the statistical mechanics of earthquakes are given by Main and Burton [1984, 1986], Lomnitz-Adler [1985], Rundle [1988, 1989a, b, 1993], and Sommerty and Sommerty [1989].

More recently, the advent of powerful computers has permitted the study of a wider variety of complex systems, involving a competition of local interactions and random fluctuations in a composite material composed of a large, but finite, number of discrete elements. Examples of relevance to this article include the Ising model for magnetism [Bruce and Wallace, 1989] and resistor network models in electrical conduction [Van Nes and Sommerty, 1992]. The application of this relatively new branch of computational statistical physics to problems in seismogenesis is one of the prime topics of this review.

Nonlinear dynamics is the branch of mathematics dealing with dynamical differential (or finite difference) equations, with nonlinear terms representing the feedback loops often seen in natural systems. The mathematical problem is deterministic in the sense that we are dealing with dynamical equations that are known exactly. For linear dynamics such determinism results a completely predictable behavior. However, even for very simple nonlinear systems, with only a few degrees of freedom (i.e., the number of independent dynamical variables), we find a surprising range of behavior, from the completely regular and predictable to the completely chaotic and unpredictable [e.g., Tsonis, 1992]. Such deterministic chaos has been applied in simplified models of phenomena as diverse as population dynamics in biology and earthquake dynamics in geophysics [Huang and Turcotte, 1990a, b; Scholz, 1990b; Turcotte, 1992].

The idea of deterministic chaos is usually applied to simple systems with only a few degrees of freedom and has been used predominantly as a forward modeling tool. The main reason for this is that it has proven extremely difficult to invert for the underlying dynamics from natural data with a large random component, for example, even for the basic problem of determining the number of degrees of freedom in the system [Tsonis, 1992; Ruelle, 1994]. Similar difficulties have also been found in inverting for the number of degrees of freedom in model earthquake sequences [McCloskey and Bean, 1992]. More recently, attention in this field has concentrated on nonlinear systems with many degrees of freedom: the study of dynamic complexity [e.g., Nicolis and Prigogine, 1989].

One of the properties of nonlinear systems is their capacity to exhibit self-organization—the spontaneous emergence of configurational order or pattern—in a variety of natural systems driven far from equilibrium. For example, Nicolis [1989] explains how patterns of thermal convection rolls and chemical zoning emerge spontaneously from solutions to the relevant nonlinear dynamical equations for convection and reaction-adsorption-diffusion processes. The application of these specific examples to problems in geophysics (mantle convection) and geochemistry (zoning) are reviewed respectively by Turcotte [1992] and Ortoleva [1994], who
demonstrate that similar ordered patterns can evolve under appropriate conditions in the Earth. However, much of the spatial order in geophysical systems does not take the form of patterns with a characteristic length. For example, at high Rayleigh number, convection becomes turbulent, and the regular pattern of similar-sized cells gives way to a more disordered pattern involving eddies of motion on all scales. As an analogue, Kagan [1992] refers to seismicity as the “turbulence of solids.”

The geometrical properties of such hierarchical distributions (turbulence, earthquake populations) are often scale-invariant or self-similar (the words are often used interchangeably in the literature, but see below). Such systems have no characteristic length and have the same broad appearance at all magnifications. This fundamental scaling property is the basis for the definition of the fractal geometry of natural systems. Mandelbrot [1983, p. 15] defines a fractal set strictly in terms of its topology. “A fractal is a set for which the Hausdorff-Besicovitch dimension strictly exceeds the topological (Euclidean) dimension.” This strict mathematical definition is not the one in common use in geology and geophysics. Instead, Turcotte [1992] defines a fractal set as one in which the number N of objects or fragments of length l. scale as a power law of exponent D (equation (1) below). Turcotte’s definition includes all of the fractal sets defined by Mandelbrot but also includes scale invariance for sets in which there is no information on the location of elements in the set, for instance, the frequency-length distribution for seismic sources, or the scaling of hierarchical models for fragmentation.

Some fractal sets exhibit scale-invariant properties that are not isotropic. For example, the scaling properties of a coastline (horizontal section) are different from those of ground elevation (vertical section), although both exhibit scale invariance in their own plane. Isotropic scale invariance is self-similar, meaning that objects appear similar in all directions at all scales. In contrast, self-affine objects, when seen at different magnification, appear self-similar only with some anisotropic magnification, for example, a vertical exaggeration of scale (illustrated by Power and Tullis [1991, Figure 7]). The roughness of fault and fracture surfaces has been interpreted with methods assuming both self-similar [Aviles et al., 1987] and self-affine [Brown and Scholz, 1985; Scholz and Aviles, 1986; Schmittbuhl et al., 1995] geometry. Power and Tullis [1991, 1995] concluded that, for natural fault and fracture surfaces on a scale range from 10 μm to 40 m, “approximate” self-similarity holds when the data are interpreted over the whole bandwidth, but self-affine behavior is more appropriate within smaller wavelength bands.

Another complication is the existence of multifractal scaling, which has two related aspects. The first involves spatial variability, so that the overall scaling exponent of the whole set can be described in terms of a superposition of smaller subsets with different individual scaling exponents α. This phenomenon is well known in turbulence and can be quantified by plotting the “spectrum of singularities,” f(α) [e.g., Feder, 1988, Figure 6.5], equivalent to the fractal dimensions of the subsets. Multifractal behavior cannot be established without a sufficiently broad band of observation. For example, Lovejoy and Schertzer [1991] established the phenomenon for cloud patterns and rainfall over a bandwidth of nine orders of magnitude (10⁻³–10⁶ m).

The second aspect of multifractals is related to the scaling of “mass” weightings of objects in the set at different magnifications. For example, in a set of one-dimensional lines, the mass weighting in a generalised “box-counting” algorithm is the product of the linear density and the total line length enclosed in a box in a grid of scale length L [Grassberger, 1983; Feder, 1988]. Fractal dimensions D_q are then calculated by counting the number of boxes containing a line, weighted by the mass raised to the power q. This procedure is equivalent to estimating the different moments q of a probability distribution. For q = 0 there is no mass weighting, so D_0, sometimes known as the “capacity” dimension, is equivalent to Mandelbrot’s [1983] fractal dimension. The higher-order dimensions include the “information” dimension D_1 and the “correlation” dimension D_2 [Feder, 1988]. The multifractal spectrum D_q can be related mathematically to f(α) by a Legendre transform [Halsey et al., 1986; Geilikman et al., 1990], so the mass clustering is directly related to the spatial variability (see, for example, Feder [1988, Figures 6.7, 6.8, 6.9]). The multifractal spectrum can also be calculated by weighting according to other criteria. In describing tectonic deformation, for example, it is often useful to weight according to the cumulative displacement on faults rather than a mass based on the linear density [e.g., Davy et al., 1992; Cowie et al., 1995].

The prime use of multifractals is in quantifying the degree of concentration, clustering properties, and intermittency in the fractal set of interest. Multifractal measures have been found to describe the geometrical properties of faults, fractures, and earthquakes, including seismicity in Pamir, the Caucasus, and California [Geilikman et al., 1990]; aftershocks of the 1992 Erzincan (Turkey) earthquake [Legrand et al., 1996]; patterns of faults in analogue laboratory models of layered lithosphere deformation [Davy et al., 1992]; the distribution of opening displacements in fractures recorded in well logs [Belfield, 1994]; and the concentration of plastic deformation in shear bands in rocks [Polivakov and Herrmann, 1994].

Another measure of spatial clustering is the two-point correlation dimension, determined by the distribution of spacing between points [Grassberger and Procaccia, 1983]. This method has been applied to demonstrate that the clustering properties of laboratory hypocenters [Hirata et al., 1987] and epicentral data in natural seismicity [Kagan and Knopoff, 1980; Hirata, 1989; Henderson et al., 1992] are fractal in nature. Hirata and Imoto [1991] applied a mass weighting to the distribution of spacings and showed that the two-point spacing statistics in the Kanto region of Japan could be described by a multifractal set. Eneva [1996] applied this generalized
Figure 1. Traces of fault populations on a range of scales, from laboratory experiments (Figures 1c and 1d) to plate-rupturing faults such as the San Andreas (Figure 1a) (after Main et al. [1990]; original data from Tchalenko [1970], Howard et al. [1978], and Shaw and Garnett [1986]). The fault patterns are scale-invariant in the sense that without scale bars it would be difficult to tell them apart.

The applicability of fractals to geology and geophysics is the subject of a burgeoning literature, including textbooks [e.g., Turcotte, 1992; Korvin, 1992; Xie, 1993] as well as special volumes in the form of collections of papers [e.g., Schertzer and Lovejoy, 1991; Kruhl, 1994; Barton and La Pointe, 1995]. However, the prime aim of this review is not to examine the detailed applicability of fractal measures to fault nucleation, fault growth, and seismogenesis. Instead we evaluate the implications of a new class of physical models that have recently been developed to describe their scaling properties. This new paradigm involves the statistical physics of a system with many degrees of freedom, with populations of individual elements obeying the local nonlinear constitutive rules of fracture or friction. It is therefore an example of dynamic complexity rather than low-dimensional chaos. Of particular interest is how the extraordinarily ordered pattern of seismogenic deformation on Earth might have been first developed and then maintained, using concepts developed not in geology or geophysics but in the statistical physics of critical point phenomena. First we briefly summarize some of the phenomenology of earthquakes and fault populations to which this class of model is primarily addressed.

1.2. Phenomenology of Earthquakes and Fault Populations

Any general theory for the statistical physics of faulting and earthquakes has to explain the following empirical facts or relations concerning their scaling properties:

1. Fault populations are broadly scale-invariant over...
several orders of magnitude (e.g., Figure 1), and as a consequence have power law length distributions (Figure 2) of the form

\[ N(L) = AL^{-D}, \]

where \( N \) here is the number of faults of length exceeding \( L \), \( D \) is the scaling exponent of the length distribution (the slope on a log-log plot), and \( A \) is a constant [King, 1983; Shaw and Gartner, 1986; Heffer and Bevan, 1990; Main et al., 1990; Somerville and Day, 1991; Turcotte, 1992].

2. Earthquake frequency-magnitude statistics also imply power law scaling via the Gutenberg-Richter law for earthquake recurrence [Gutenberg and Richter, 1954]

\[ \log N = a - b m, \]

where we shall take \( N \) to be an incremental frequency of occurrence of earthquakes of magnitude in the range \( m \leq \delta m/2 \) (usually \( \delta m = 0.1 \)) and \( a \) and \( b \) are constants. The negative slope \( b \) is usually referred to as the seismic "b value." The Gutenberg-Richter law corresponds to a power law distribution of fault length, seismic moment or seismic energy. Figure 3 [after Main and Burton, 1984; Turcotte, 1992] shows an example from southern California.

3. Earthquakes have a relatively constant and relatively small stress drop over a wide range of scales during dynamic slip (3 MPa compared with tectonic and lithostatic stresses in the crust of the order of 10–100 MPa). Figure 4 [after Abercrombie and Leary, 1993; Abercrombie, 1995] shows a composite of several data sets exhibiting this property on a wide range of scales, from 10 m to 100 km. Although scale invariance of stress drop is

**Figure 2.** Frequency-length distribution (log-log plot) of the faults determined from Figure 1 [after Main et al., 1990; original data from Tchalenko, 1970, Howard et al., 1978, and Shaw and Gartner, 1986]. The data have been renormalized so that data on different scales can be plotted together. The solid straight line for these two-dimensional maps is consistent with a power law size distribution of length of exponent \( D = 1 \). The dashed line represents a slope of \( D = 2 \), the usual case for earthquake source dimensions when sampled in three dimensions [Turcotte, 1992].

**Figure 4.** Scaling of seismic moment as a function of source size (log-log plot) after Abercrombie [1995], who also gives the original references for the combined studies indicated. The solid lines represent the scaling predicted at different stress drops (in bars) from a simple dislocation model for the seismic source. The high-resolution borehole data from the Cajon Pass borehole (open triangles) show no strong systematic difference from earthquake data at larger scales (solid circles) within the scatter of the data; i.e., there is no systematic "\( f_{max} \)" effect.
Figure 5. Cumulative probability \( P_R \) distribution that hypocenters are separated by a linear distance \( R \) less than a characteristic scale \( r \) (log-log plot) (after Main [1992a]; original data from Hirata et al. [1987]). The data comprise hypocentral locations of acoustic emissions in rock samples during the three phases (primary, secondary, and tertiary) of a creep test in initially intact crystalline rock. The slope of the solid straight line is equivalent to the correlation dimension, which decreases as deformation progresses (as indicated by the arrow in the bottom left corner).

indicated by the data following the theoretical straight lines on the figures, there remains a considerable real scatter in the data above the level of measuring uncertainty [Abercrombie, 1995].

4. Fault and fracture breaks are rough, with self-affine or self-similar scaling [Brown and Scholz, 1985; Scholz, 1990a; Power and Tullis, 1991, 1995; Schmittbuhl et al., 1995].

5. Earthquake populations in diverse tectonic zones exhibit spatial variability, clustering, and intermittency, quantitatively consistent with multifractal scaling [Geilikman et al., 1990; Hirata and Imoto, 1991].

6. The distribution of spacings of hypocentral locations of earthquakes and laboratory acoustic emissions are power law in both space [Kagan and Knopoff, 1980; Hirata, 1989; Henderson et al., 1992] and time [Turcotte, 1992]. Figure 5 [after Hirata et al., 1987] shows an example from laboratory hypocentral data during the three stages of a creep experiment.

7. Earthquakes have aftershock sequences that decay at a rate \( R(t) \) determined by Omori's law, generalized by Utsu [1961] in the form

\[
R(t) = R_0(t + t_0)^p, \tag{3}
\]

where \( p \) is a power law index, and \( R_0 \) and \( t_0 \) are constants to be determined from the data.

In addition to these scaling properties we make the following observation:

8. Seismicity can be induced by stress perturbations smaller than the stress drop in individual events. These may be due to previous earthquakes occurring at relatively great distances [Hill et al., 1993; Stein et al., 1994; Kagan, 1994b; Gomberg and Davis, 1996; Stark and Davis, 1996], or to changes in local pore fluid pressure through man-made activity [Segall, 1989]; i.e., earthquakes can be "triggered" [Brune, 1979].

In the two-dimensional map views of Figure 1 the scaling exponent of the length distribution is \( D = 1 \) (Figure 2). In contrast, natural seismic sources occur in a three-dimensional volume, and the inferred distribution of fault lengths implies \( D = 2 \) [King, 1983; Turcotte, 1992]. Thus the dimensionality of the sampling technique exerts a strong influence on the measured fractal dimension. The multifractal clustering of faults and earthquake locations is consistent with two important general observations, namely, (1) the observed concentration of seismic moment or energy release on large, dominant faults and (2) the presence of some seismicity everywhere, including areas remote from plate boundaries.

2. STATISTICAL PHYSICS AND SEISMOGENESIS

In this section we review some of the results of a plethora of physical models for seismogenesis as a critical, or self-organized critical, phenomenon. Before doing this it is worthwhile to discuss what is meant by a "model" in such cases. There are two stages in reducing what happens in a natural composite material to something that is computationally or analytically tractable. The first is to develop a generic "conceptual model," which simplifies the behavior of the physical system to an idealized version that preserves the essential features of the process to be modeled but is capable of numerical or analytical solution. This is the stage where most of the important assumptions regarding the process are made. The second step is to develop a specific numerical or computational model to solve the set of equations that describe the conceptual model, which may involve further simplification. We therefore distinguish in the text between a conceptual model and a numerical model, using the term "physical model" or simply "model" to imply the resultant of both steps. First we examine how such procedures have shed light on other systems in statistical physics.

2.1. Critical Point Phenomena

One of the branches of statistical physics where power law scaling with long-range correlations is produced is at or near the critical point in order-disorder phase transitions [Ma, 1976; Bruce and Wallace, 1989]. For example, at the critical point in the phase transition between a liquid (more ordered state) and a gas (more disordered state), the density difference between two phases vanishes. In the more ordered state the interactions between molecules (van der Waal's forces) dominate, in contrast to the thermal fluctuations, which dominate in the more disordered state. The critical point for this phase tran-
sition occurs at a precise combination of pressure and temperature for a given material.

Similar critical point behavior is seen when a magnetic material is cooled below its Curie temperature. Here correlated “domains,” or clusters of large connected areas with coherent magnetization, emerge from the chaos seen at higher temperatures. The Curie temperature also represents a critical point between ordered behavior dominated by spin-spin interactions at lower temperatures, and disordered thermal fluctuations at higher temperatures. Similar behavior is seen in a variety of critical point phenomena, giving rise to the notion of “universality,” where diverse physical systems share similar (in some cases exactly the same) scaling properties near their critical points [Ma, 1976; Bruce and Wallace, 1989]. It is therefore informative to consider one example in a little detail before progressing to the physics of earthquake populations.

In so-called “Ising” models for magnetism, the conceptual model takes the form of a regular array of individual magnetized elements, which interact solely with their neighboring elements. The individual magnetic elements may be magnetized either parallel or antiparallel to the external generating field, generating a binary or Boolean field. The physical problem is thus reduced to a conceptual problem in the form of a cellular automaton, which shares many respects to a finite element model working on a regular grid and which is capable of numerical solution. The numerical solution involves replacing the physics of the spin exchange forces with local numerical “rules” that approximate their behavior, for example, neglecting the effect of weaker long-range interactions. Wolfram [1984, 1986] describes several examples of computational cellular automata, designed to model the behavior of a variety of complex systems. A common feature of cellular automata, with differing local rules, is that they produce long-range order that emerges spontaneously through dynamic feedback and self-organization.

The results of the Ising model show the spontaneous development of organized magnetic domains at the Curie temperature, with a power law size distribution, and fractal scaling of the rough domain walls [Bruce and Wallace, 1989, Figure 8.2]. Above the critical point, thermal fluctuations dominate, so the behavior is random or chaotic, and no ordered pattern is generated. As the temperature is reduced in the model, the local interactions begin to take effect, and organized clusters of aligned spins begin to emerge in the results. At the critical point $T_c$, domains of positive and negative magnetism precisely cancel, and no additional external magnetic field is generated. Below the critical point ($T < T_c$) increasingly regular magnetic domains are generated parallel to the external field. As a consequence, the “order parameter” (defined as the excess of areas with positive over negative magnetization) increases as the material cools, resulting in a systematic increase in the external field. In this example the critical point is balanced exactly at the transition from order to disorder in the competition between local interactions and thermal fluctuations, a condition sometimes referred to as “on the edge of chaos.” Nevertheless, the critical point is also associated with long-range correlations [Bruce and Wallace, 1989, Figure 8.3] and the disappearance of a characteristic length scale.

2.2. Self-Organized Criticality

In the above examples the critical point is reached by precise tuning of external variables (temperature and/or pressure). However, some complex physical systems can organize themselves spontaneously to the critical point, giving rise to the notion of a state of self-organized criticality. Thus the system organizes itself, not just into a patterned structure, but to the precise structure seen at the critical point, and then remains there apart from dynamic fluctuations. A state of self-organized criticality is therefore in some sense an attractor in the dynamics. Bak et al. [1988a, b] illustrated the concept by applying a cellular automaton model to the size distribution of avalanches in a sandpile maintained at a critical angle of repose by the steady supply of new grains to the summit. The model system organizes itself spontaneously to the critical point (the critical angle of repose) and then remains there apart from dynamic fluctuations (the avalanches). Although driven far from equilibrium by the constant flux of sand grains, the sandpile remains in a stationary state represented by a relatively constant angle of repose and power law scaling of the size distribution of avalanches [Bak et al., 1988b]. However, minor events in the dynamics can start a chain reaction that can affect any number of elements in the system: i.e., the system exhibits “triggering” (observation 8 in section 1.2). After an initial transient, the system remains in a stationary but metastable state, balanced precisely between a more ordered and a more disordered state, “at the edge of chaos” [Bak et al., 1988a,b]. A key property of this state is that the behavior of the system is relatively insensitive to the details of the dynamics, so that there is no need to tune the system externally (to “twiddle the knobs” [Bak et al., 1988b]) as in other examples of critical phenomena. Individual avalanches may be hard to predict because of the nonlinear physics, but the average properties (angle of repose, size distribution of avalanches, etc.) remain relatively constant in time.

A composite system in a state of self-organized criticality cannot reach a stable equilibrium but instead evolves dynamically from one metastable state to another. In the sandpile analogy the critical angle of repose, $\theta_c$, represents a stationary, but potentially unstable, state achieved in the dynamic competition between the steady supply of potential energy (by addition of new grains) and the intermittent energy demand (from the sand avalanches). Over long timescales the angle of repose averages out at a constant value to maintain the critical slope, but short-term dynamic fluctuations are fundamental to maintaining this long-term metastability.
Figure 6. Schematic diagram of the composite spring-block slider conceptual model of Burridge and Knopoff [1967], extended to two dimensions by Otsuka [1972]. V is the velocity of the upper rigid plate, and $K_L$ is the stiffness of the leaf springs connecting the plate to the composite fault elements. $K_C$ is the stiffness of the springs connecting the neighboring fault elements.

That is, we expect some statistical fluctuation inherent to the process as well as in any uncertainty of measurement. For a system to remain near-critical, the avalanches must reduce the slope by only a small amount $\Delta \theta_c$, so the notion depends on the presence of a microscopic mechanism that results in this macroscopic property.

The paradigm of self-organized criticality has also been applied to a range of natural complex phenomena, including ecosystems and stock markets as well as sandpiles, avalanches, and earthquakes [Bak and Chen, 1991]. We now consider its application specifically to earthquakes.

2.2.1. Earthquakes as critical (or self-organized critical) phenomena. Earthquake populations have some properties that are strikingly similar to those of self-organized critical phenomena, including avalanche dynamics, power law scaling in the frequency-size distribution (observation 2 in section 1.2), and the parallel property of having stress drops that are small in comparison with the regional tectonic stress field (observation 3 in section 1.2, analogous to small $\Delta \theta_c$). Self-organized criticality in the Earth is also consistent with the observation of seismicity induced or triggered by relatively small stress perturbations (observation 8 in section 1.2; see also the discussion by Scholz [1990a]).

The notion that earthquakes might also be an example of self-organized criticality was suggested more or less simultaneously by several groups using different methods as illustrations. Bak and Tang [1989] and Ito and Matsuzaki [1990] applied the generic conceptual model of Burridge and Knopoff [1967], extended to two dimensions by Otsuka [1972] as is illustrated in Figure 6. In the Burridge-Knopoff model the lithosphere is represented by a composite arrangement of discrete spring-block slider elements, sandwiched between two rigid plates that are driven past each other at a constant velocity $V$. The two plates are connected by leaf springs to the discrete fault elements or blocks with constitutive laws that represent the elastic-brittle frictional properties of a preexisting two-dimensional fault. As in the Ising model the constitutive rules are often greatly simplified in the numerical implementation in order to allow a greater number of elements in the calculation and hence a greater bandwidth of observation. This is an important compromise if we wish to examine the scaling properties of the system. The blocks are also connected to one another by elastic springs (Figure 6), so that the stress drop caused by the failure of one element is immediately redistributed to its four nearest neighbors. As in the Ising model, the weaker long-ranger interactions are ignored. If we are near the critical point, the failure of one element can trigger avalanches of all sizes without a significant change in the strain at the boundaries represented by the two plates. This is an example of a mechanism of unstable positive feedback in the underlying dynamics, with nonlinearity being introduced because of strong local interactions and the threshold nature of an elastic-brittle rheology. The size of a single avalanche event in the two-dimensional Burridge-Knopoff model is the total area of a cluster of connected failed elements. This can be used to reconstruct the frequency-magnitude relation, using some simple scaling rules from a dislocation theory of the earthquake source and the known properties of seismic recording instruments [Kanamori and Anderson, 1975]. Despite its acknowledged simplification of the constitutive rules, the numerical implementation of the Burridge-Knopoff model by Bak and Tang [1989] and Ito and Matsuzaki [1990], using the cellular automaton approach, nevertheless spontaneously evolves to a state of stationary critical point behavior, with a frequency-magnitude distribution consistent with the Gutenberg-Richter relation (observation 2 in section 1.2).

At the same time, Carlson and Langer [1989] applied a one-dimensional version of the Burridge-Knopoff model but included more realistic dynamics, including inertial terms and a simplified velocity-weakening frictional constitutive law, rather than the simplified cellular automaton rules of Bak and Tang [1989]. The one-dimensional version correctly accounts for stress intensity factors, an acknowledged drawback of the two-dimensional version of Figure 6 (L. Knopoff, personal communication, 1992). Carlson and Langer's [1989] model system had no initial mechanical heterogeneity but was nevertheless capable of generating and maintaining its own dynamic heterogeneity by amplifying small perturbations inevitably present in the computer-generated starting model. The results contain large fluctuations in earthquake magnitude, which grow, and then persist, because the system is first attracted to, and then remains in, a stationary state of marginal stability.

During the same period, Sorrenti and Sorrenti [1989] also suggested that the notion of self-organized criticality could be applied to processes underlying earthquakes, but they used a different approach to illustrating its utility. Rather than deriving the property of stationarity or the Gutenberg-Richter law from a large com-
computer-generated model of fluctuations and interactions, they assumed their existence a priori as a consequence of self-organized criticality. Using the assumption of stationarity, they introduced the constraint of a constant energy flux and hence derived a probabilistic mean field (analytical) solution for the return periods of events of different energies in the form of a power law. (A dynamic energy flux is crucial to the development of self-organizing systems, in contrast to the more static behavior of equilibrium thermodynamics [Nicolis, 1989]).

Some key assumptions are present in all of the computational models described above. For example, elastic strain energy is assumed to be supplied to the model fault from a remote boundary at a relatively constant strain rate, with the intermittent release of this stored energy resulting in earthquakes. The model fault is composed of a regular grid of individual discrete elements that interact solely through their nearest neighbors (although long-range interactions propagate dynamically in the one-dimensional model of Carlson and Langer [1989]). The average rate of energy input and release is then maintained relatively constant in a stationary state of marginal stability, analogous to the sandpile model, with power law scaling in the size distribution of earthquake energies. These key properties can then be used, in simpler analytic models, to derive some statistical properties of earthquake recurrence [e.g., Sommerville and Sommerville, 1989]. Table 1 compares some of the essential features of the earthquake and sandpile models.

The different numerical variants of the Burridge-Knopoff conceptual model described above exhibit many of the empirical scaling relations observed in natural earthquake populations, but not all classes show evidence of true self-organized criticality [Rundle and Klein, 1993]. In particular, the strength of the permanent material heterogeneity and the plate-driving velocity both have significant effects on the resulting frequency-magnitude distribution in different realizations of the two-dimensional version of the Burridge-Knopoff model [Rundle and Klein, 1993]. Permanent heterogeneity, or "quenched disorder" due to preexisting structure, is present in all geological systems, so it is reasonable to examine its influence on the dynamics. It is also reasonable to examine the effect of different plate-driving velocities, because spatial variations in driving velocity over 1.5 to 2 orders of magnitude are a feature of plate tectonics on Earth [e.g., DeMets, 1995]. The results achieved by altering these variables are shown in Figure 7 [after Rundle and Klein, 1993]. All exhibit fractal scaling over a finite range, but only some show evidence of true self-organized criticality. For example, when the material heterogeneity is strong, the largest earthquakes never cross the entire area of the model fault surface, and the probability of occurrence of the largest events is reduced in comparison with an extrapolation of the Gutenberg-Richter trend (Figure 7a). Under these conditions the behavior is also sensitive to the plate-driving velocity (Figure 7a). Such systems are not strict examples of self-organized criticality because they are sensitive to external conditions. We shall refer to this generic class of models as "subcritical," in the sense that the largest avalanches do not cross the entire area of the model fault. An equivalent statement is that the system remains below the percolation threshold, defined as the point at which the largest connected cluster of failed elements just spans the model grid [Stauffer and Aharony, 1994].

For weaker heterogeneity, with intermediate driving velocities, the behavior is both precisely critical and insensitive to the precise value of V (Figure 7b). This represents a true state of self-organized criticality, in which the system can generate and maintain its own dynamical heterogeneity, and whose scaling properties are relatively insensitive to the details of the dynamics. For even larger driving velocities a "supercritical" state may occur with an elevated probability of occurrence of large "characteristic" events (Figure 7c), similar to behavior seen above the percolation threshold [Stauffer and Aharony, 1994, pp. 72–73]. A characteristic peak in the size distribution at large length scales is reminiscent of a first-order phase transition [Lomnitz-Adler et al., 1992; Ceva and Perazzo, 1993].

The range of behavior illustrated in Figure 7 is not specific to the details of the cellular automaton used by Rundle and Klein [1993]. For example Lomnitz-Adler [1993] examined 40 different classes of computational model for the statistical physics of earthquake populations, based on different combinations of the following assumptions: total stress drop (crack model) or partial stress drop (frictional slip); homogeneous or random loading; the presence or absence of asperities; a short or long characteristic time for fracturing; and whether or not the dynamic strain energy (or stress) is conserved on the fault plane. All of these physical models were found to generate results within one of the three generic types.

---

**TABLE 1. Hallmarks of Self-Organized Criticality**

<table>
<thead>
<tr>
<th>Feature</th>
<th>Sandpiles</th>
<th>Earthquakes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boundary condition</td>
<td>constant &quot;grain&quot; rate</td>
<td>constant strain rate</td>
</tr>
<tr>
<td>Critical parameter</td>
<td>repose angle θc</td>
<td>tectonic strain σc</td>
</tr>
<tr>
<td>Dynamic fluctuation</td>
<td>small fluctuations in angle</td>
<td>small stress drop Δσc ≪ σc</td>
</tr>
<tr>
<td>Power law distribution</td>
<td>avalanche volume or energy</td>
<td>source length, seismic moment, or energy (Gutenberg-Richter law)</td>
</tr>
</tbody>
</table>

---
shown in Figure 7, but only a few classes produced precisely critical behavior (a Gutenberg-Richter law over all magnitudes (e.g., Figure 7b)). The same three generic types seen in Figure 7 can also be seen in the frequency-energy results of computational models for the dynamics of sandpiles [Ceva and Perazzo, 1993; Carlson et al., 1993]. Lomnitz-Adler [1993] interprets this generic behavior in terms of different positions near the critical point, Ceva and Perazzo [1993] interpret it in terms of different positions around the percolation threshold, and Carlson et al. [1993] interpret it in terms of different solutions to the diffusion equation. This similarity of behavior in the results of such diverse physical models is another example of the principle of universality in such systems.

The results of Figure 7 show that the models must be “tuned” after all (at least to some extent) to produce self-organized criticality in the strict sense. That is, there is a finite range of starting states (i.e., dynamic variables and initial heterogeneity) in numerical models that then evolve spontaneously to a true state of self-organized criticality. Other combinations evolve to a stationary, near-critical state but are more sensitive to the details of the dynamics.

One of the prime variables that is used in practice to tune the behavior of these numerical models is the degree of conservation of energy following the failure of an element. For example, in order to produce a $b$ value near 1 (observation 2 in section 1.2), most cellular automaton models introduce an arbitrary degree of energy dissipation to the local constitutive rules. This is physically realistic because energy is lost to effects such as seismic radiation (radiation damping), deformation around the fault zone, or the movement of fluids, in addition to that lost in the generation of heat on the fault surface due to friction in the case of a partial stress drop. If all of the stored elastic energy were conserved, then the failure of a single element resulting in a stress drop $\Delta \sigma$ would result in the loading of the four nearest neighbors in the cellular automaton by an amount $\Delta \sigma/4$ [e.g., Bak and Tang, 1989]. If the elastic energy is not conserved, the simplified technique used to represent such damping involves loading the neighbors by an amount $\alpha \Delta \sigma/4$, where $\alpha < 1$. Models with $\alpha = 1$ are termed “conservative,” and those with $\alpha < 1$ are termed “nonconservative.” Olami et al. [1992] examined the statistical properties of such numerical models and observed a systematic negative correlation between $\alpha$ and the seismic $b$ value. A $b$ value near 1 is produced when $\alpha = 0.8$. In other words, the $b$ value is sensitive to the input parameters, so that the results are sensitive to the details of the dynamics, in contrast to the strict requirements of self-organized criticality [Kadanoff et al., 1989; Socolar et al., 1993].

The results of applying the various numerical implementations of the Burridge-Knopoff conceptual model compare well with many other aspects of earthquake phenomenology. Examples include the spatiotemporal form of patterns of seismicity preceding large earthquakes [Shaw et al., 1992], the phenomenon of seismic quiescence [Brown et al., 1991], Omori’s law (in a generalized form) for aftershocks and foreshocks (observa-
tion 7 in section 1.2 [Shaw, 1993a]), the power law distribution of interevent times (observation 6 in section 1.2 [Matsuzaki and Takayasu, 1991], and the form of earthquake source spectra [Shaw, 1993b]. McCloskey [1993] and McCloskey et al. [1993] showed that the observed systematic changes in the \( b \) value at high magnitude could be explained by the effect of fault segmentation on seismicity. Wang [1995] showed, by altering the relative stiffness of the connecting springs and the leaf springs in Figure 6, that the seismic \( b \) value is sensitive to the seismic coupling coefficient in a way qualitatively consistent with the results of Olami et al. [1992]. Shaw et al. [1992] found some evidence for systematic precursors, in the form of an accelerated seismic event rate, but with smaller or nonexistent fluctuations in the seismic \( b \) value, conclusions similar to those from a statistical model based on the constitutive rules of fracture mechanics [Yamasita and Knopoff, 1987, 1989]. Numerical models that include rate-dependent, velocity-weakening friction introduce a characteristic length scale to the problem at higher magnitude [e.g., Shaw, 1993b, equation (2)], resulting in an elevated probability of occurrence of the largest magnitudes compared with the Gutenberg-Richter trend [see Shaw, 1993b, Figure 3]. We have termed such behavior "supercritical," although in Shaw's [1993b] study, the dynamics produces a smooth bump at large magnitudes rather than the sharp truncation of Figure 7c.

In summary, there is general agreement among the seismological community working on these problems that the generic class of composite earthquake models based on Figure 6 that are driven to, and maintained in, a state of least near-criticality are consistent, to first order at least, with most of the phenomenology of natural seismicity, including the Gutenberg-Richter law, Omori's law, power law scaling of interevent times, the relatively small stress drop, and earthquake triggering. Much remains to be done to compare the results of the numerical models with natural seismicity, notably their multifractal characteristics and their spatial and temporal correlation. On the other hand, there is an ongoing debate as to whether self-organized criticality in the strict sense applies at all, not only to earthquake populations [Lomnitz Adler, 1993; Rundle and Klein, 1993], but also to sandpiles and other natural dissipative systems [Kadanoff et al., 1989; Cevas and Peruzzo, 1993; Socolar et al., 1993; Carlson et al., 1993; Frette et al., 1996].

The degree of realistic complexity required in the models is also a subject of debate. Some advocate keeping the model as simple as possible in order to determine, and gain insight into, the fundamental statistical properties. Others argue for the inclusion of more realistic physics (e.g., rate- and state-dependent friction, the effect of fluids, layered lithosphere rheology), while still keeping the model as simple as necessary to explain the observations. For example there is general agreement that the constitutive rules required in the numerical models to reproduce the Gutenberg-Richter law over a finite scale range are simpler than we know to be the case in nature. However, the same generic behavior, in the frequency-magnitude distribution, emerges in the results when the numerical models are made more realistic. If the results of even the simplest models adequately match the first-order features of seismicity in this way, then we can be confident that they capture in some way the general properties of earthquake generation.

2.2.2. Statistical physics of faulting. The models described above are useful for understanding earthquake populations resulting from slip on an existing model fault. This begs the question of how major faults evolve in the first place. In order to address this question, various aspects of the statistical physics of the evolution of organized crustal-scale faulting, involving the localization of deformation, have recently been investigated by a range of theoretical, computational and laboratory analogue techniques [A. Sornette et al., 1990; 1993; D. Sornette et al., 1994a; Sornette and Davy, 1991; Sornette and Virieux, 1992; Covi et al., 1993, 1995; Milenberger et al., 1993]. In this section we summarize some of the important results for crustal-scale faulting.

The geometry of a generic, two-dimensional, conceptual model for the process of the localization of deformation during large-scale fault growth is shown in Figure 8 [after Covi et al., 1993]. This model is based on a resistor network analogue, composed of a mosaic of large (10 km) two-dimensional crustal blocks, interacting through both short- and long-range elastic forces in response to a constant driving velocity at the model boundary. A full elastic solution of the resulting numerical problem is determined by a linear matrix inversion technique on the failure of individual elements. The failed elements in the results represent a view of the structure in a section that cuts the fault, for example, a map view of a set of normal faults. This contrasts with the "in-plane" view shown in Figure 6, i.e., parallel to the fault surface.

Although short-range interactions dominate the elastic stresses, the inclusion of long-range elastic interactions in the numerical model is important for two reasons. The first is that it is consistent with some empirical observation, notably the long-range triggering of seismicity (observation 8 in section 1.2). The second is that it allows more subtle effects to be examined more accurately. This contrasts with the purely local "nearest neighbor" interactions commonly used in the cellular automation approach (Figure 6).

Initially, the calculated strain is distributed by slip on small faults, more or less evenly across the model space, resulting in a pattern of distributed damage (Figure 9a). These faults are assigned a permanent strength heterogeneity that is featureless (random, uncorrelated noise) so that the development of long-range structures is not preconditioned by the starting model. As the displacement on the moving boundary is increased, the interplay between the long-range elasticity, threshold dynamics,
Figure 8. Sketch of the geometry of a scalar resistor-network conceptual model for crustal-scale faulting [after Cowie et al., 1993]. (a) A composite lithosphere (blocks of dimension 10 km, indicated by the regular mosaic of square elements) is strained at a constant rate by a moving boundary. (The scalar nature of the conceptual model does not distinguish between extensional and shear strain at the boundary.) Permanent displacement is accumulated as shown on the vertical graph at different times $t_0$ and $t_1$. The presence of a fault is indicated by a discontinuity in displacement (on the vertical graph) and the thick solid lines (on the map view). (b) Rheological model used to represent the interaction between elements. The element is connected to all of the other elements by an elastic spring that holds elastic strain, and permanent displacement of an element is represented by a ratchet that moves by one tooth per event.

and permanent material heterogeneity results in the spontaneous formation of fractal fault structures by repeated earthquakes, well described by the Gutenberg-Richter law [Cowie et al., 1993; Milenberger et al., 1993; Sornette et al., 1994b].

As time progresses, deformation becomes increasingly concentrated on very large, dominant throughgoing faults (Figure 9b). The major faults grow along “optimal paths” of least resistance through the material, analogous to a random directed polymer problem in physics [Milenberger et al., 1993]. The concentration of deformation on the largest faults occurs while the stress is simultaneously high elsewhere in the model grid, so that the system remains critical everywhere but is driven to failure less often in between the major faults because of the screening effect of the large faults that dominate the deformation [Sornette et al., 1994b]. By “screening” we mean that areas between major faults having lower permanent strain, but retain a high (near critical) stress. The near-critical stress, even in areas of low deformation, is a plausible explanation for induced or triggered seismicity in areas remote from major faults or plate boundaries (observation 8 in section 1.2).

The earthquake faults which appear spontaneously in the results have self-affine scaling of the fault morphol-
power law temporal correlation in earthquake interevent times (observation 6 in section 1.2 [Turcotte, 1992]).

Cowie et al. [1995] also investigated the multifractal scaling spectrum of higher-order dimensions calculated by weighting the observation of a fault in a box-counting algorithm by the cumulative slip on the fault. The capacity dimension $D_0$ is dominated by the initial random distribution of small faults and remains constant at the Euclidean dimension, 2, of the model space. However, the higher-order dimensions corresponding to higher-order moments of the distribution decrease systematically in the results as the deformation becomes more concentrated. This is accompanied by a decrease in the exponent of the length distribution [Cowie et al., 1995], as seen in analogue experimental data [Davy et al., 1992].

The resulting multifractal spectrum (characterized both by $D_q$ and $f(α)$ discussed above) has a qualitative shape similar to that found for the clustering of natural seismicity (observation 5 in section 1.2 [Geilikman et al., 1990]). Thus a progressively organized (multifractal) pattern of faulting develops even when the initial heterogeneity of rock strength is set to be random, uncorrelated noise.

The appearance of a multifractal spectrum, indicative of spatial clustering, is also accompanied by systematic changes in the earthquake frequency-magnitude distribution. After an initial fault nucleation stage dominated by the correlation length of the background noise, the synthetic earthquake populations progress during the “growth” phase of the faulting through distributions similar to the subcritical to critical examples illustrated in Figures 7a and 7b [Cowie et al., 1993]. Thus the Gutenberg-Richter law emerges as the correlation length in the model results increases to a value near infinity (the largest faults cross the model space).

The spontaneous emergence of large faults is all the more remarkable because no material weakening is involved in the numerical model during accumulated slip. The highly organized pattern of faulting is therefore due solely to the statistical physics of elastic-brittle failure, including the effects of long-range elastic interactions, in a heterogeneous granular medium. This provides a plausible mechanism for the spontaneous development of large-scale brittle faulting on Earth, even from an initially featureless material heterogeneity on the scale of 10 km or so. This mechanism is important because such organized faulting is a necessary first step to the development of new plate boundaries. However, Earth has a spatially-correlated geological heterogeneity, even in its early history, so it will be important in future to investigate the effects of different geologically realistic initial and boundary conditions on the resulting dynamics.

2.2.3. Fault nucleation. The conceptual model of Figure 8 describes the development of concentrated slip in a preexisting coarse-grained mosaic of faulted blocks of scale length 10 km. In this section we consider how such large faults may grow from even smaller-scale processes and how controlled laboratory experiments can help us discriminate between different mechanisms suggested for their larger-scale properties. The great advantage in laboratory studies is that dynamic variables such as the applied stresses may be measured independently, whereas in the Earth even the reported “stress” measurements are essentially scaled from observations of strain [Zoback, 1992]. The great disadvantage is the mismatch of laboratory strain rates ($\approx 10^{-11} s^{-1}$) compared with tectonic rates ($\approx 10^{-3} s^{-1}$), where even the quoted upper bound for natural Earth strain is only seen by monitoring very close to active faults.

One aspect of the nucleation of larger faults from smaller ones is the scaling of displacement $u$ with fault length $L$. This problem has been studied by various groups, often using combined data sets to attain the necessary bandwidth. Depending on the methods used, different groups have proposed self-similar scaling ($u \propto L$ [Cowie and Scholz, 1992a]) or a systematic increase in displacement with the larger faults ($u \propto L^{1.5}$ [Marret and Allmendinger, 1991]) or $u \propto L^2$ [Walsh and Watters, 1988]). Scale-invariant behavior is consistent with an analytic elastic-plastic model developed for postyield fracture mechanics [Cowie and Scholz, 1992b], rather than with a purely elastic fault growth model where $u \propto L^{0.5}$ [Scholz, 1990a], or a kinetic model where the fault grows by increments whose size is a constant, irrespective of fault length ($u \propto L^2$ [Walsh and Watters, 1992]).

The combined data can be interpreted as showing scale invariance in two separate domains of “small” and “large” earthquakes [Cowie and Scholz, 1992a], but with a transition to a systematically greater offset at a scale length corresponding to the seismogenic thickness (10 km or so [Scholz, 1982]). At this characteristic scale the implication is that faults accumulate slip faster than they grow. Thus there is some evidence that the large-scale granularity of the crust, on a scale length of 10 km or so, assumed in the resistor network model described above, is at least plausible.

Cowie et al. [1996] review some of the recent progress in understanding the scaling properties of fault populations. One of the conclusions they come to is that the debate on the precise value of the scaling exponent may be less important than an explanation for the large degree of real scatter in the plots, which gives rise to much of the uncertainty in the interpretations. A similar real scatter can be seen in the dynamic stress drop as a function of earthquake source length in Figure 4 [Abercrombie, 1995], also reflected in the scaling of seismic moment with fault rupture area in the results of the numerical experiments of Gross [1996]. This is testament to the dynamic complexity of the mechanism of fault growth and is likely to be related to the same underlying physics of fluctuations and interactions described above.

One of the problems of interpretations based on composite data sets is the difficulty of combining the data sets objectively. Figure 10 shows an example of a single broadband study of tensile fractures developed in
Figure 10. Plot of the width (opening displacement) as a function of length (log-log plot) for tensile fissures in northern Iceland, after Hatton et al. [1994]. (Reprinted with permission from Nature; copyright 1994 Macmillan Magazines Ltd.) The data are plotted both for individual populations at (a) Krafla and (b) Myvatn and (c) in combination. The dashed lines indicate a break in scaling at about 3 m, and the solid lines represent least squares fits to the data above and below this point. The data all show a systematic change in the scaling exponent (slope) from about 2, representing "characteristic" growth of the smaller fractures, to about 1, representing scale-invariant growth of the larger fractures.

Figure 11. Photograph of an outcrop showing a preserved section of the nucleation of a set of conjugate faults in Carboniferous sandstone in northern Cornwall near Bude (reproduced with permission from J. Dixon, University of Edinburgh). Small white quartz veins representing the locations of earlier small cracks are cut by the later fault offset.
the Krafla and Myvatn fissure swarms in northern Iceland. The scaling is a power law, but with a marked break of slope from 2 for small fractures (<3 m) to 1 for larger ones. A slope near 2 is consistent with crack growth by a constant increment \( \Delta L \), independent of crack length \( L \), and a slope near 1 is consistent with \( \Delta L \propto L \) [Hatton et al., 1994]. The material through which these fractures have grown is a homogeneous basalt, with joints on a scale length of the order of 30 cm, so the transition from "characteristic" growth \( \Delta L \) const to scale-invariant growth \( \Delta L \propto L \) does not occur precisely at the structural "grain" size provided by the cooling joints. Thus the mechanical grain need not be equivalent to the most evident structural grain. Paradoxically, such fractal scaling of the structure above this grain size implies a scale-dependent crack extension force, similar to that reported in ceramic materials, possibly as a result of increasing energy demand from a process zone of damage surrounding the crack and concentrated at the tip [Hatton et al., 1994]. Whatever the explanation, Figure 10 illustrates the general point that scale invariance is always underpinned by granular processes at smaller scales, also a feature of all of the physical models described above (i.e., the inherently discrete blocks in Figures 6 and 8).

Tensile cracking may also be important in fault nucleation at depth, even though the principal tectonic stresses are compressive. An example of an outcrop where an incipient process of fault nucleation has been preserved is shown in Figure 11. Here a small shear offset cuts an organized band of smaller and earlier en-echelon dilatant fractures, now filled with quartz locally derived by pressure solution from the host rock. Dilatant cracking may occur locally under compression, in the presence of fluid overpressure, or strong local stress gradients in a mechanically granular material. However, the growth of a tensile crack is rapidly arrested in a compressive stress field, for example, by the mechanism of dilatant hardening [Scholz, 1990a]. Thus a negative feedback (hardening) process initially results in a distributed array of isolated tensile cracks similar to Figure 9a. The rate constants of fluid flow and mineral precipitation therefore exert a strong influence on the size and spacing of these arrays of microfractures. Eventually, the microfractures begin to interact, coalescing to produce a shear fault on a larger scale [Main et al., 1993].

The phenomenon of crack coalescence can be investigated by microseismic techniques in the laboratory. Lockner et al. [1991] used servo-control on the recorded acoustic emissions to slow down the fault nucleation process in granite specimens and demonstrated conclusively that shear faulting is preceded by progressively more localized microcracking along the incipient fault plane. It is this process that has been frozen into the exposure seen on Figure 11. Such crack interaction represents a positive feedback mechanism which may be quasi-static or dynamic, depending on the strain rate and the relative physicochemical properties of the fault zone and the surrounding rock.

The cellular automaton approach has also been used to examine the process of fault nucleation by the coalescence of such dilatant microcracks. For example, Henderson et al. [1994] showed that the scale length of local dilatancy has a systematic effect on the seismic b value, by examining the effect of hardening and softening feedback rules on the form of fracture growth and coalescence, projected onto the plane of a shear crack [Wilson et al., 1996]. The conceptual models of Henderson et al. [1994] and Wilson et al. [1996] describe a single cycle of quasi-static fracture growth, and do not include healing. Figure 12 shows a snapshot of the evolution of the crack array obtained from the results of Henderson et al. [1994], which show many of the characteristic features of

Figure 12. A snapshot of failed elements (shown in black) in the results of a cellular automaton model with local rules of hardening and softening [after Henderson et al., 1994]. White areas represent intact rock, stippled areas represent zones of damage containing isolated microfractures (generated by a hardening rule), and large black areas represent areas where the microcracks have coalesced into a macroscopic fracture (generated by a softening rule). The two rules are combined in a single operator f, which modifies the fracture toughness field \( K_c^i \rightarrow fK_c^i \) after the failure of a neighboring element. The form used by Henderson et al. [1994] is \( f = (1 + e^{-(n-\alpha)/\gamma})e^{-\beta/n} \), where \( n \) is the number of failed neighboring elements and \( \beta \) is an empirical negative feedback or hardening parameter. Large fractures are usually surrounded by a zone of damage similar to a "process zone" seen in ceramics and other composite materials.
Figure 13. Equivalent cumulative frequency-magnitude distribution (log linear plot) for populations of synthetic cracks such as those shown in Figure 12, for different values of the hardening parameter $\rho$, also defined in the caption to Figure 12 [after Henderson et al., 1994]. Increasing $\rho$ implies greater local hardening. $N$ is the number of earthquakes with magnitude greater than $m$; the magnitude is calculated from the logarithm of the area of clusters of connected failed elements similar to Figure 7. The data show three ranges: a characteristic peak at the smallest magnitudes, a scale-invariant range at intermediate magnitudes, and an exponential decay at high magnitudes.

Figure 14. (left) Cumulative frequency-amplitude distributions for acoustic emissions during the quasi-static tensile failure of notched double torsion samples of Whin Sill dolerite in water at 20°C (after Meredith et al. [1990]; reprinted with kind permission of Elsevier Science–NL, Sara Burgerhartstraat 25, 1055 KV Amsterdam, Netherlands). The different distributions 1–5 correspond to different stress intensity factors ($K_i$) and $b$ values measured during different stages of a single test run. (The test runs are controlled by gradually increasing the stress intensity, so the quoted values for $K_i$ are listed as ranges rather than single figures). (right) A composite plot of measured $b$ value and stress intensity factor for test runs on different crystalline rock types and water saturation. For these tests the constant $c$ (equation (5)) is equal to 1, so the exponent of the source length distribution, $D$, is equal to $b$ [Meredith et al., 1990]. The stress intensity factor is normalized by the fracture toughness $K_c$ to allow direct comparison of the different tests. Solid lines represent least squares fits through the resulting composite data, showing a systematic difference between nominally water-saturated (“wet”) and air-dried (“dry”) samples, which decreases as the stress intensity increases.
Figure 15. Evolution of the seismic $b$ value with time (represented by increasing applied stress) from the results of Henderson et al. [1994], with different values of the hardening parameter $p$. The $b$ values determined by Henderson et al. [1994], based solely on the mean magnitude of the whole data range, have been rescaled for the intermediate range of data shown in Figure 13 [see Main et al., 1994]. The inset shows the behavior (including typical error bars) observed in field-scale investigations of earthquake sequences (redrafted with permission from Nature [after Smith, 1981]; copyright 1991 Macmillan Magazines Ltd.). The vertical lines in the inset correspond to individual large events (with their magnitude scale given on the right-hand side).

Illustrates the concept of a local mechanical “grain” from the physical process, also required to explain the break in slope of the data in Figure 11 [Hatton et al., 1994]. The biggest cracks in the model snapshots have not yet crossed the entire grid, so a subcritical (compare Figure 7a) size distribution results at larger scales. The results also show a systematic increase in $b$ value, associated with a smaller maximum magnitude, as the degree of negative feedback or hardening increases. This is similar to the behavior seen in the nonconservative spring-block-slider model of Olami et al. [1992] and in the scaling of seismicity induced by hydraulic mining [Main et al., 1994].

A positive correlation of increased negative feedback with decreased $b$ value is also seen in laboratory experiments during quasi-static crack growth by stress corrosion (Figure 14 [after Meredith et al., 1990]). The important controlling variable in the results of Meredith et al. [1990] is the stress intensity (proportional to the square root of the crack extension force), a measure of the concentration of elastic stress at the crack tip. At low stress intensities, energy, which may have been available to drive the main crack, is dissipated in local physicochemical fluid-rock reactions that produce a zone of damage (process zone), which screens the main crack from the remote stress, similar to that seen in Figure 12.

The results of several similar experiments on different crystalline rock types are also shown in Figure 14, which plots the $b$ value as a function of the normalized stress intensity ($K/K_c$), where $K_c$ is the fracture toughness of the rock type used. The normalized stress intensity and the presence of fluids both have systematic first-order effects on the $b$ value in these tests on initially intact rock. Stress intensity increases in proportion to both the applied stress and the square root of the crack length, so fracture growth itself increases the stress intensity, which in turn feeds back into faster crack growth. Such nonlinear, local, physics is just one example of how an accelerating or avalanche-type process can develop through local feedback rules.

In a true state of self-organized criticality we might expect the $b$ value to remain unchanged or to change only slowly in comparison with the event rate [e.g., Shaw et al., 1992]. The predicted evolution of the seismic $b$ value in the numerical model of Henderson et al. [1994] is shown in Figure 15. For zero negative feedback ($p = 0$) the $b$ value decreases monotonically, and failure is approached rapidly because of the absence of local hard-
Figure 16. Laboratory results for fault nucleation under (a) drained and (b) undrained conditions [after Sammonds et al., 1992]. (Reprinted with permission from *Nature*; copyright 1992 Macmillan Magazines Ltd.) The top diagrams show the measured pore fluid pressure (solid line) and acoustic emission (AE) event rate data (stars), and the bottom diagrams show the measured differential stress (solid line) and seismic $b$ value (plotted as stars). Vertical dashed lines show the beginning and the end of the phase of quasi-static strain softening in the macroscopic behavior.
ening. This behavior is similar to that seen in the results of Huang and Turcotte [1988]. However, for finite negative feedback (\(\rho > 0\)), failure is delayed, and a temporary increase followed by a shorter decrease in \(b\) value is seen, similar to some reported observations of natural seismicity (see inset after Smith [1981]). The results of Henderson et al. [1994], although near-critical, do not exhibit the insensitivity to local dynamics of strict self-organized criticality.

Similar fluctuations in \(b\) value, associated with delayed failure, are seen in controlled laboratory experiments during fault nucleation (Figure 16 [after Sammonds et al., 1992]). In these tests, experiments done under "drained" conditions (where dilatancy hardening cannot occur, so \(\rho = 0\)) show a constant pore pressure and a monotonic decrease in \(b\) value. However under "undrained" conditions the pore fluid pressure drops, implying local dilatancy hardening according to Figure 12 (\(\rho > 0\)). The effects of such local negative feedback on the fracture process are both to delay failure and to introduce a temporary increase and then a decrease in the seismic \(b\) value. These qualitative features are also seen in the results shown in Figure 15. In contrast, the presence of a fault is marked by a relatively constant \(b\) value in the period of stable sliding (Figure 16). A relatively constant \(b\) value during stable sliding is also seen in the experimental results of Meredith et al. [1990] and Lockner et al. [1991].

Thus fault nucleation, although it does produce power law scaling, is not an example of true self-organized criticality because the \(b\) value depends strongly on the external variables (notably stress intensity and pore pressure). Instead, fault nucleation is more consistent with the subcritical class of models illustrated in Figure 7a, implying a strong sensitivity to material heterogeneity, external forcing, and the effective dissipation in the form of fluid-rock interactions. However, once a fault is present, the \(b\) value remains relatively constant [Meredith et al., 1990; Lockner et al., 1991; Sammonds et al., 1992; Liakopoulou-Morris et al., 1994].

The main outstanding question in fault nucleation concerns the precise nature of the underlying characteristic granularity of the brittle crust: is this the mineral grain of the rocks (millimeter scale), or is it due to some mechanical grain associated for example with local dilatancy hardening, or some other process, at a greater length scale? The smallest natural earthquakes for which stress drops have been inverted from a sufficiently broad band of data [Abercrombie and Leary, 1993; Abercrombie and Brune, 1994; Abercrombie, 1995] show scale invariance in stress drop and \(b\) value down to a source length of 10 m or so. Therefore this granularity may lie somewhere between the mineral grain (millimeters) and 10 m, equivalent to the lower scale range of field studies shown in Figures 4 and 11. It is evident that more detailed work is required in the sub-10-m scale range, both at outcrop and in settings where such small-scale seismic events can be recorded (e.g., in mines and hydrocarbon fields).

3. APPLICATION TO SEISMIC HAZARD

So far we have concentrated on the fundamental problems of how to explain the phenomenology of earthquakes and seismogenic faulting in the Earth on a broad range of scales. In this section we now consider the implications of a state at or near self-organized criticality—a state bordering on deterministic chaos—for the practical problems of earthquake prediction and seismic hazard estimation.

3.1. Earthquake Prediction?

We have already addressed some of the problems associated with identifying earthquake precursors in the introduction. Although no precursors satisfying all of the criteria cited by Wys [1991, box 3] have been found, three were accepted onto a "preliminary list of significant earthquake precursors" [Wys, 1991, p. 1], as follows: (1) seismic quiescence before strong aftershocks (many cases); (2) foreshocks (February 4, 1975, \(M = 7.3\) Haicheng earthquake); (3) radon concentration decrease (January 14, 1978, \(M = 7.0\) Izu-Oshima-Kinkai earthquake). This list does not imply that these are definite precursors, merely that "the majority of reviewers and panels thought it more likely than not that the method might be useful for earthquake prediction" [Wys, 1991, p. 1]. If we assume that the initial sample of 28 precursors submitted to this exercise is already pre-selected by those taking part to be the "best examples," then the whole question of the general existence of precursors is called into question on empirical grounds. We have also seen that reliable prediction may not even be possible in principle, owing to a combination of (1) nonlinear dynamics, involving triggering or avalanche type processes [e.g., Brune, 1979; Bak and Tang, 1989]; (2) incomplete or imperfect data sampling [e.g., Scholz, 1990a; Wys, 1991]; and (3) a system existing in a perpetual state of marginal stability, where physical fluctuations resulting in apparent statistical "noise" are inherent to the process [Bak et al., 1988a; Rundle, 1988].

On the optimistic side, Kellis-Borok [1990], in a review of the implications of a conceptual model of the lithosphere of the Earth as a nonlinear system, concludes that earthquake prediction may at least be possible despite the aforementioned problems. On the other hand, Geller [1991, 1996] points out that there is no consensus among seismologists on whether earthquake prediction is possible, even in principle, and argues that seismologists should instead concentrate their efforts more on achieving a better understanding of seismogenesis as a process. In a recent concrete example, Abercrombie and Mori [1996] have shown that there is no systematic relationship between any aspect of foreshock occurrence and the magnitude of the subsequent mainshock in the western United States. Similarly, Mor and Kanamori [1996] examined the nature of precursory seismic radiation immediately (i.e., seconds or fractions of a second) prior to the main energy release in a range of earthquakes of
different sizes in the 1995 Ridgecrest, California, sequence and concluded that the size of the nucleation zone for the precursory seismic radiation was of the order of 10 m or less, independent of the eventual size of the mainshock. They conclude that the size of the earthquake is determined by the nature of rupture arrest, rather than the nucleation process, consistent with the notion of earthquake triggering and avalanche dynamics. Thus at least one of the crucial elements of a successful earthquake prediction (i.e., the magnitude), cannot, at least yet, be made from short-term precursory data crucial to the triggering process (foreshocks or immediate seismic precursors). This problem is potentially even more severe for intermediate-term precursors.

In the meantime the numerical models that have been developed to explain seismogenesis as a critical phenomenon may be used at least to assess the likelihood of prediction in an ideal case where our knowledge is complete. That is, if we cannot predict synthetic earthquakes in a computational system, which is deterministic but simplified, we may be forced to conclude that intermediate-term prediction in the Earth, with incomplete data sampling and more complicated physics, may be inherently unattainable. In this vein, Shaw et al. [1992] observe some premonitory intermediate-term and short-term changes in seismicity rate and pattern in the results of their version of the Burridge-Knopoff model. More recently, Pepke et al. [1994] found that the heuristic pattern-recognition algorithms developed by trial and error from real earthquake sequences [Keltis-Borok and Gossauov, 1990; Keltis-Borok et al., 1990] can be applied successfully to a dynamic model of a fault, at least for the case of a cycle involving the failure of the entire model space in a single dynamic event. By comparing theoretical results from numerical models, run with different starting assumptions, parameters, and boundary conditions, with observations, we may iterate to a better understanding of the physical basis for precursors. However, the true test of reliable earthquake prediction as a practical proposition will remain with the statistical examination of real (and noisy) discrete data.

In summary, some preliminary modeling work on the dynamic complexity of earthquake populations shows that we cannot yet reject the theoretical possibility of the predictability of location, time, and size of individual earthquakes in model earthquake sequences, at least under certain conditions [e.g., Shaw et al., 1992]. However, physically realistic solutions in similar dynamical models can also be obtained with no precursors, consistent with recent observations of earthquake triggering. In terms of real data, there is still no conclusive proof that earthquake precursors, at least as defined by Wyss [1991], do exist generally in nature. Thus despite over 100 years of effort, we seem to be moving no closer to having a useful earthquake prediction capability [Geller, 1996], although work is continuing in this area. In contrast, the implications for a probabilistic seismic hazard analysis based on a population of earthquakes may be much more important and immediately useful but have received much less attention to date. We consider this application in the following section.

### 3.2. Seismic Hazard

Earthquakes are a significant natural hazard that annually bring disaster to a significant and growing number of the world’s population, predominantly in areas near plate boundaries (e.g., the great Michoacan earthquake of September 19, 1985, $M_s = 8.1$ [Press et al., 1987, p. 5]). However seismic risk can also be significant far from plate boundaries, as is illustrated by the recent Kihlari earthquake in central India on September 29, 1993 ($M_s = 6.3$), which claimed many thousands of lives, partly because of the low seismic attenuation in cratonic lithosphere but also owing to a perception of low hazard and limitations on affordable local building practices. In fact, all three recorded earthquakes causing the largest loss of human life occurred in an intraplate setting (China, 1556, 1920, and 1976). Many other examples could be cited here.

The seismic risk therefore depends both on the seismic hazard (source, path, and local site conditions) and on engineering and social conditions such as the vulnerability of individual buildings, the population affected, and the actual or achievable level of preparedness. The background seismic hazard, which ultimately depends on the dynamics and structure of the solid planet, is a proper study for Earth scientists. Economic and engineering decisions are also based on a vulnerability which is steadily increasing as more and more cities with larger populations are built in earthquake-prone areas [Reiter, 1991]. For example, it is estimated that 290 million "super-city" dwellers, 80% of them in developing nations, will live in a region of significant seismic risk by the end of the millennium [Bilham, 1988].

Although the seismic risk is increasing, the seismic hazard remains relatively constant (at least when averaged over long time periods) because of the relative stability of global dynamics through the extremely linear and predictable phenomenon of surface plate tectonics. The regularity of plate tectonics exists when a dynamic equilibrium of driving forces, striving to lose heat from the mantle, is achieved with a constant terminal velocity in the individual fragments of a rigid outer shell (the lithosphere). For example, the current pattern of mantle heterogeneity, based on seismic tomography and observations of the geoid, is reasonably well matched by plate tectonic reconstructions of subduction extrapolated back over the last 120 m.y. [Richards and Englebreton, 1992]. On shorter (decadal) timescales the results of global satellite geodesy have also shown a marked linear consistency with the same plate model [DeMets, 1995]. This stationarity is reassuring because since its inception, the concept of plate tectonics has had a great impact on the calculation of seismic hazard through seismotectonic considerations [Lomnitz, 1974].

However, plate tectonics cannot always be used sim-
ply to predict seismic hazard. For example, although there is a close association of earthquakes with plate boundaries, we have seen that damaging earthquakes may occur virtually anywhere. Thus although the seismic hazard tends to be higher at the edges of plates, it is not zero elsewhere because plates are not completely rigid elastic bodies. In particular, continental deformation often involves significant stretching or shortening of the lithosphere, and the pattern of shallow seismicity is often more diffuse in back-arc provinces in such regions. Nevertheless, the first-order pattern of seismicity and focal mechanisms is in good agreement with the first-order features of global tectonics [e.g., Lomnitz, 1974].

A stationary state of self-organized criticality, or at least a stationary state maintained near criticality as discussed above, gives a good rationale for predicting the future hazard on the basis of past occurrence, a basic tenet of all current practices in seismic hazard estimation [e.g., Reiter, 1991]. Although the dynamic release of stored elastic energy in individual events may be intermittent and unpredictable, the average strain energy release in the earthquake population as a whole would be expected to remain constant over long timescales. This single result removes much of the uncertainty involved in seismic hazard estimation, using what lies, up to now, been an a priori assumption of “stationarity” in the earthquake process. However, the underlying mechanics predicts significant dynamic fluctuations about this metastable state, so the application of this assumption depends critically on having a long enough statistical sample compared with the recurrence rates of the largest events. If short-term dynamic fluctuations are an inevitable consequence of the underlying physics, then we should likewise adopt a conservative approach to seismic hazard estimation.

A second key assumption in much seismic hazard analysis is that earthquakes are a random Poisson process [e.g., Reiter, 1991]. However, the strongly interacting nature of avalanche-type dynamics is fundamentally inconsistent with earthquakes as a Poisson process. For example, Brown et al. [1991] applied the Burridge-Knopoff model, with its strong local interactions (Figure 6), to the problem of earthquake recurrence times and their statistical variability. The results show a lognormal distribution of recurrence times that is quantitatively inconsistent with a Poisson process. Lomnitz [1996], by examining the correlation of events in the global seismic moment catalogue of Pacheco and Sykes [1992], concluded that even the largest shallow earthquakes occurring this century (of moment magnitude \( M_w > 7.0 \)), may not be independent on timescales less than 1 month for length scales up to several hundred kilometers.

How can we use the long-term metastability of a state near self-organized criticality to combine tectonic estimates of seismic slip with earthquake magnitude catalogues to obtain better estimates of future hazard? One answer is to use the approach of information theory [Shen and Mansinha, 1983; Main and Burton, 1984, 1986], where we seek a maximum entropy solution to the available constraints of mean catalogue magnitude (available since about 1900) and mean seismic moment flux (potentially over millions of years). The answer has the form of a modified gamma distribution in the cumulative frequency of occurrence:

\[
N(M_0) = N_T \int_{M_0}^{M_{0,\text{max}}} M_0^{-B-1} e^{-\lambda M_0} dM_0.
\]

\( N_T \) is the total number of seismic events in the magnitude catalogue per unit time; \( B \) and \( \lambda \) are the distribution parameters, to be calculated from the mean catalogue magnitude \( \langle m \rangle \) and the mean moment \( \langle M_0 \rangle = M_0/N_T \), where \( M_0 \) is the measured seismic moment release rate, and \( M_{0,\text{max}} \) is the maximum seismic moment.

The static seismic moment \( M_0 \) for an individual event is the product of the fault area \( A \), the average displacement \( u \), and the shear modulus of the upper crust (\( \mu = 30 \) GPa) and is related to the magnitude \( m \) (\( M_L \) or \( M_S \)) by

\[
\log M_0 = cm + d,
\]

where \( c \) and \( d \) are scaling constants. The empirical relation (5) is consistent with a simple dislocation model for the seismic source, where \( c \) depends on the relative frequency content of the seismic event and the passband of the recording instrument, and \( d \) depends on the mean stress drop [Kanamori and Anderson, 1975; Hanks and Kanamori, 1979]. The dislocation model predicts that for a seismometer response flat to velocity in the typical frequency range of the source spectrum \( c = 3/2 \), and for a stress drop of about 3 MPa (30 bars), \( d = 9.1 \) (for \( M_0 \) in newton meters). The scaling constant \( c \) determines the relationship between the seismic b value and the exponents \( B \) (equation (4)) or \( D \) (equation (1)). Usually, \( c = 3/2 \), so \( D = 2b \) and \( B = 2b/3 \) [King, 1983; Main and Burton, 1984; Turcotte, 1992].

By adopting this procedure, the long-term seismic hazard can be constrained by a long-term seismic moment release rate \( M_0 \), determined from paleoseismic, geodetic, or plate tectonic studies and synthesized into a single distribution with the shorter term seismicity catalogue via the mean magnitude and the seismic event rate \( N_T \) [Main and Burton, 1984, 1986]. Implicit in this procedure is the assumption of stationarity in the flux of energy or moment, also present in the mean field statistical mechanical model of Sommerville and Sommerville [1989].

The gamma distribution exhibits power law scaling of energy at small magnitudes, consistent with the term \( b \) in equation (2), or \( B \) in equation (4), but with a tail at high magnitudes that may either continue this trend right up to the maximum magnitude (\( \lambda = 0 \)), have an exponential tail (\( \lambda > 0 \)), or lead to a “characteristic” peak near the largest magnitude (\( \lambda < 0 \)). This generic behavior is similar to the subcritical (\( \lambda > 0 \)); critical (\( \lambda = 0 \)) and supercritical (\( \lambda < 0 \)) classes of behavior in Figures 7a,
Figure 17. Examples of frequency-magnitude distributions (log linear plot) from three different tectonic settings: (a) a diffuse plate boundary with distributed seismicity (the eastern Mediterranean [Main and Burton, 1984]), (b) a plate boundary with deformation concentrated on a single throughgoing fault (southern California [Main and Burton, 1984]), and (c) a zone of highly localized intraplate deformation (Mount St. Helens [Main, 1987], reprinted with kind permission of Elsevier Science–NL, Sara Burgerhartstraat 25, 1055 KV Amsterdam, Netherlands). These distributions correspond respectively to the generic classification of subcritical, critical, and supercritical behavior as shown in Figures 7a, 7b, and 7c. The solid lines correspond to line fits to the distribution, corresponding to a gamma distribution of seismic moment with $\lambda > 0$ (equation (4)) in Figure 17a, a gamma distribution with $\lambda = 0$ in Figure 17b, and a break in scaling of the distribution of seismic moment from power law to a characteristic Gaussian peak at high magnitude in Figure 17c.

Negative values of $\lambda$ may be found in other examples of closed systems in statistical mechanics (e.g., paramagnetism [Mandl, 1988]). For $\lambda \leq 0$ the maximum magnitude is constrained to be finite for a finite energy flux, thereby introducing another necessary parameter to the distribution.

The generic behavior of equation (4) was interpreted in terms of a simple statistical mechanical model for seismogenesis by Main and Burton [1984], who postulated that the term $B$ is controlled by the geometrical probability of a single event of source area $A$ occurring in a finite area of total area $A_{\text{max}}$ (Kanamori and Anderson, 1975) and that $\lambda$ is controlled by the strain energy rate (flux). This simple analytic model anticipated the generic behavior of the dynamic models shown in Figure 7.

Studies of global seismicity [Kagan, 1993, Figure 1] or of large tectonic zones such as the eastern Mediterranean (e.g., Figure 17a [after Main and Burton, 1984]) commonly reveal a distribution with $\lambda > 0$. Intermediate-sized areas such as the San Andreas, with a maximum magnitude corresponding to an earthquake that just transcends the study area, commonly have $\lambda = 0$ (Figure 17b [after Main and Burton, 1984]). Individual fault segments (analyzed as a closed system) sometimes show a characteristic peak in the distribution, which can be fitted to first order with $\lambda < 0$, similar to Figure 7c. In nature the excess probability at high magnitudes is usually found to have a smoother peak, more similar to the characteristic earthquake model of Shaw et al. [1992], rather than the sharp cutoff for finite $M_{\text{max}}$ inherent in equation (4) and Figure 7c. The broad peak requires an extra parameter to describe the tail of the distribution (Figure 17c [after Main, 1987]).

The important difference for determining the form of the distribution (subcritical, critical, or supercritical) is whether or not the area can sustain a throughgoing seismic dislocation. An equivalent statement is how near the system is to the percolation threshold. In the laboratory the boundaries of the sample are fixed and finite, so the size of the largest event is also fixed. However, in seismic hazard analysis it is necessary to examine source zones of a size smaller than the whole Earth. Such source zones are commonly defined by smooth polygons [e.g., Reiher, 1991]. However, the preceding paragraph has highlighted that this subjective choice of seismic zone can have a profound influence on the appropriate form of the distribution at high magnitudes. For a large enough seismic zone, $\lambda > 0$. This form of the distribution has also been found for a variety of data sets in natural seismicity [Main and Burton, 1984; Kagan, 1991], natural fault exposure of fault length in the San Andreas system [Davy, 1993], and synthetic faults developed both in analogue laboratory models and a resistor network model with a layered rheology [Davy et al., 1995].

The type examples of the frequency-magnitude distribution shown in Figure 7 exhibit power law scaling at small magnitude (lines of constant slope) and then either a gradual roll-off, a continuation of this trend, or a characteristic peak at high magnitudes. This generic behavior can be seen in real data (Figure 17), illustrating the utility of constraining the hazard from long-term seismic moment release rates, whatever the exact form of the distribution. The general utility of the gamma distribution in describing this range of behavior, together with the need described above to apply it to a long-term data set, highlights the importance of obtain-
ing reliable paleoseismic data from suitable trench sites to constrain the long-term slip or recurrence rate of the rare largest earthquakes [e.g., Sieh, 1978; Sieh et al., 1989; Pantosti and Yeats, 1993].

The gamma distribution may also be used to predict the maximum magnitude in seismic hazard analysis [Main, 1995]. A strict maximum magnitude is an essential requirement to avoid infinite energy release predicted by linear extrapolation of the Gutenberg-Richter law [e.g., Reiter, 1991]. However, this introduces a rather unrealistic sharp truncation to the distribution for $\lambda < 0$ that is atypical of natural dissipative systems [Kagan, 1993]. In contrast, the gamma distribution (with $\lambda > 0$) has an exponential tail that is more gradual, so that an effective maximum magnitude can be determined independently, in terms of a vanishing contribution either to the integrated seismic moment release or to the integrated level of ground motion. Although these precise values may be different in general, the maximum magnitudes predicted by convolution with the scaling of seismic moment or ground motion attenuation are found to be remarkably similar [Main, 1995].

Our new understanding of the statistical physics of earthquakes also has profound implications for other aspects of seismic hazard estimation. For example, it is evident that the common practice of applying regular seismic zones with smooth Euclidean boundaries to a potentially multifractal distribution of epicentres may fundamentally precondition the results. Seismic zoning is known to be rather subjective and is notoriously dependent on the prejudices of the “expert” used [Krinitsky, 1993a]. One possible reason is the multifractal nature of seismicity and faulting.

The results described here also suggest that the rather subjective choice of area may also have a systematic effect on the form of the appropriate frequency-magnitude distribution, with larger areas being more likely to have a subcritical form (Figure 17a). In particular, very local studies concentrated on individual faults are more likely to produce supercritical or apparently “characteristic” distributions such as Figure 17c. Kagan [1993] has criticized the application of the characteristic earthquake model (in the sense of a peak in the discrete frequency-magnitude distribution) to instrumental earthquake catalogues on statistical grounds, but Lomnitz-Adler [1988] and Ward [1992] have argued in its favor on the basis of historical data in the middle American trench. On more practical grounds, Krinitsky [1993b] has also criticized the apparent “dysfunctionality” of assuming a priori a Gutenberg-Richter law in very small seismogenic zones. In some respects this argument will not be resolved until we have good, homogeneous, instrumental data for a long enough time to test these models objectively. In the meantime it seems sensible to make the best use of all forms of data covering periods longer than the 100 years or so of instrumental recording.

The general procedure followed in probabilistic seismic hazard analysis includes the individual steps of seismic zoning, estimating the recurrence, and fitting a local attenuation law to the ground motion in order to calculate an annual probability of exceedance of a particular level of ground motion (Figure 18 after Reiter, 1991). Our new understanding of the statistical physics of earthquake populations suggests that procedures involving the first two steps, at least, need to be reevaluated.

In summary, our new understanding of the statistical physics of earthquakes has profound implications for some critical steps in the chain of probabilistic seismic hazard analysis, and these are only just beginning to be explored. Many of the problems identified, such as the a priori assumption of the Gutenberg-Richter law or the vagaries of seismic zoning, had already been identified on phenomenological grounds by practitioners in the field [Reiter, 1991; Krinitsky, 1993a, b], but our new understanding of seismogenesis as a critical phenomenon gives a firmer scientific basis for these conclusions. Perhaps the most important results are as follows: (1) a
plausible scientific justification now exists for the fundamental assumption of stationarity in the earthquake process; (2) earthquakes are most likely the result of an avalanche rather than a completely random Poisson process, and (3) we have the means to constrain the hazard and the maximum credible magnitude using a more general equation (equation (4)) than the Gutenberg-Richter law. Perhaps the most important outstanding questions raised by the discussion here are (1) what alternatives might there be to regular seismic zoning that truly encapsulate the multifractal nature of seismic sources, and (2) what practical alternatives might there be to the almost ubiquitous assumption of Poisson behavior in calculating the seismic hazard?

4. DISCUSSION

In this article we have concentrated on evaluating the results of physical models that assume brittle fracture or dynamic friction as a nucleation mechanism for seismic slip. This is appropriate for the shallow earthquakes that dominate the seismic hazard, and may also be extended to intermediate depth earthquakes by pore-pressure-induced faulting due to dewatering of subduction slabs [Thompson, 1992]. However, events deeper than about 350 km may be triggered instead by dynamic instabilities associated with volumetric phase changes in the upper mantle [Green et al., 1992]. Much remains to be done to determine the underlying dynamics of deep earthquakes before we can address their properties in terms of statistical physics. This is important because there seem to be systematic differences in the statistical properties of shallow, intermediate, and deep earthquakes, notably the presence or absence of aftershocks, differences in the scaling of the spatial correlation dimension [Kagan and Knopoff, 1980], and systematic changes in the frequency-moment distribution (i.e., in the parameters $B$ and $\lambda$ of equation (4) [Kagan, 1991]).

We have also not addressed the controversial question of changes in scaling caused by the finite width of the brittle seismogenic layer [Romanowicz, 1992; Scholz, 1994], partly because the data are not yet able to resolve whether this break is sharp (as these authors suggest) or more gradual (e.g., consistent with the gamma distribution [Main, 1992b; Sornette et al., 1996]). This is important because the different types of changes in scaling for large earthquakes have markedly different implications for seismic hazard evaluation. For example, extrapolations based on an apparent increase in $b$ value at high magnitudes ($\lambda > 0$) have a lower seismic hazard than those with decreasing $b$ value ($\lambda < 1$ [Marret, 1994]). Kagan [1993] argues that in the absence of conclusive evidence to the contrary, we should adopt the simplest distribution with a statistically satisfactory approximation of the data, namely, the gamma distribution with positive $\lambda$.

The universality of Figures 7 and 17 is at once reassuring and disquieting. It is reassuring because we can now apply these distributions to earthquake data with more confidence, using the techniques described above. This is vital for seismic hazard purposes. However, as we have seen, precisely the same forms of the distribution appear in the results of a wide variety of different numerical models with different specific dynamics. Therefore we cannot use these statistical properties alone to invert for the details of the dynamics from real data. Composite dynamic models will therefore continue to be used predominantly in a forward modeling capacity, in particular to look for other aspects that could be used to discriminate for the appropriate local physics.

However, it is important to realize that the study of complexity in seismogenesis is only in its infancy. To date, we have seen that realistic complexity has been introduced at the expense of simplifying the local physical rules to an unrealistic degree. As computers increase in power, we may be able to look at more realistic rheologies (in particular, to examine time-dependent processes and state-dependent friction, and to include long-range interactions more routinely) by replacing the local "rules" of cellular automata with more sound physical equations that have a wider range of applicability. In particular the role of fluids and body forces such as gravity are only beginning to be to be explored in detail [e.g., Rice, 1992; Segall and Rice, 1995; Miller et al., 1996; Matthai and Fisher, 1996], and only a few conceptual models [e.g., Rice, 1993; Ben-Zion et al., 1993; Davy et al., 1995] explicitly include coupling to a more ductile substrate. An important unresolved question is the nature of the inherent granularity of the brittle crust: are we dealing with an "inherently discrete" system, as is suggested by the discussion in section 2.2.2 on fault nucleation, or is there a continuum limit to the mechanics [Rice, 1993]?

5. CONCLUSION

Recent statistical physics models of fault nucleation, fault growth, and seismogenesis as critical (or self-organized critical) phenomena provide a plausible quantitative basis for many of the observed scaling properties of earthquakes and fault populations. In this conceptual model, the brittle part of the Earth's lithosphere first evolves spontaneously to a critical or near-critical state and then remains there, apart from discrete fluctuations represented by individual earthquakes. The brittle crust is therefore maintained over long timescales in a stationary but metastable state of long-term balance between continuous tectonic energy supply and intermittent demand from earthquakes. In this stationary state the average properties of the system remain relatively constant in time, so that past occurrence can be used to predict the future seismic hazard with confidence. Similar to other examples of critical phenomena in the physics literature, the results of different numerical mod-
els have a surprising degree of detailed similarity in their generic behavior at high magnitude, so that it is impossible to invert for the precise local mechanisms at work solely from observations of the frequency-magnitude distribution. Such detailed similarity is known as “universality” in the statistical physics literature. The implications for intermediate-term earthquake prediction at the moment are not conclusive. However, the combination of the properties of stationarity and universality gives us a scientific methodology to constrain the extrapolation of seismic hazard from short-term instrumental catalogues, as long as a sufficiently long database is available. It is therefore vital that empirical estimates of the long-term seismic moment release from palaeoseismic, geodetic, or plate tectonic determinations continue to be made.

GLOSSARY

Capacity dimension: Measure representing the unweighted measure, \( q = 0 \), in describing the properties of a multifractal set \( D_q \), with different moments \( q \), using a standard “box-counting” algorithm. The capacity dimension is therefore equivalent to the original definition of the fractal dimension by Mandelbrot [1983].

Cellular automaton: A computational construction of a regular grid of elements representing a composite material whose elements interact only through local (nearest neighbor) communication.

Complexity: Properties of a dynamical system with many degrees of freedom and local nonlinear dynamics.

Critical (point) phenomena: Phenomena observed near the critical point of a system undergoing a second-order phase change, i.e., under conditions where the two phases can coexist.

Degrees of freedom: The number of independent dynamical variables in a dynamical system.

Deterministic chaos: State of unpredictability in nonlinear dynamical systems. The behavior is deterministic in the sense that the governing equations are precisely known.

Dimensionality: The integer number of degrees of freedom in chaotic systems. For example, “low-dimensional deterministic chaos” describes a chaotic system with only a few controlling variables.

Earthquake prediction: The specification of a time, place, magnitude, and probability of occurrence of an anticipated earthquake, with sufficient precision that actions to minimize loss of life and reduce damage to property are possible [California Office of Emergency Services, 1977, p 1]. Allen [1976] breaks down the use of a probability of occurrence into two components, namely, (1) inclusion of an estimate of the reliability of the individual prediction and (2) rejection of the null hypothesis of the event occurring anyway, as a random event (Poisson process). In addition, Allen [1976] suggests that the prediction should be written in some accessible form so that data on failures are as easily obtained as data on successes.

Fractal: General term given to a set exhibiting the twin properties of scale invariance and fractional (non-integer) dimension. The original definition is given by Mandelbrot [1983, p. 15]. In common, but not universal, usage in geology and geophysics the definition is enlarged to include power law size distributions [Turcotte, 1992].

Fractal dimension: Fractional (noninteger) topological dimension of a fractal set [Mandelbrot, 1983], or, more generally, the exponent of the power law distributions used to describe the scaling properties of the set [Turcotte, 1992].

Metastability: Property of marginal stability in far-from-equilibrium systems. Metastability differs from the notion of equilibrium in the sense that significant dynamic fluctuations can occur.

Multifractal: A fractal set made up of elements that need not all have the same individual scaling exponents as their neighbors or the whole set. The multifractal “spectrum” \( D_q \), where \( q \) relates to the mass weighting, is a quantitative measure of the spatial variability, clustering, and intermittency in the overall fractal set.

Nonlinear dynamics: Branch of mathematics dealing with dynamical differential (or finite difference) equations, with nonlinear terms representing the feedback loops often seen in natural systems.

Percolation threshold: In a two-dimensional cellular automaton model, this represents a state where the largest connected cluster just connects two opposing boundaries of the model space.

Scale invariance: A property of natural and geometrical objects that have the same broad appearance at all magnifications. Scale invariance may take the form of self-similar or self-affine scaling (see below).

Seismic hazard: The potential for earthquake-related phenomena, resulting from a combination of source, path, and site effects on seismic vibrations. In probabilistic seismic hazard analysis the results are usually expressed in the form of maps of different levels of ground motion (intensity, acceleration, etc.), at a given level of probability, based on a combination of the earthquake frequency-magnitude distribution, ground motion attenuation data, and local site conditions.

Seismic risk: The likelihood of damage to buildings and structures, based on a combination of the background seismic hazard, the vulnerability of individual buildings and structures, and the consequences of their failure. The results of a seismic risk analysis may therefore be expressed in terms of estimates of human impact, including the likely cost.

Seismogenesis: The process by which earthquakes are generated. This includes consideration of the underlying dynamical forces, the rheology in and around fault zones, and earthquake source mechanics.

Self-similar: Term used to describe a set exhibiting isotropic scale invariance.
Self-affine: Term used to describe a set with directionally dependent scale invariance. In these sets the set appears self-similar only when the appropriate axes are magnified by different amounts (e.g., by vertical exaggeration of scale).

Self-organization: The capacity of nonlinear systems, driven far from equilibrium by a constant energy flux, to organize themselves spontaneously to an ordered geometrical configuration.

Self-organized criticality: A state in which a compositive material has organized itself spontaneously to the critical point and then remains there in a state of marginal stability. An important property, related to the concept of universality (see below), is that the state then remains relatively insensitive to the details of the dynamics.

Stationarity: In seismic hazard analysis, a state where the statistical properties of earthquake recurrence (e.g., the frequency-magnitude distribution) remain constant in time, i.e., future occurrence rates can be predicted, in a statistical sense, with some confidence from an adequate sample of the past record.

Statistical physics (statistical mechanics): Branch of condensed matter physics dealing with the physical properties of macroscopic systems composed of a large number of elements.

Universality: This term is used in two senses in the description of critical phenomena. The first is the generic nature of the behaviour in a whole range of physical processes. The second is more specific, in that diverse physical systems share exactly the same properties in detail, for example their scaling exponents [Bruce and Wallace, 1989]. Here we use the term in its more specific sense.
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