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ABSTRACT

A central component of imaging methods is receiver-side wavefield backpropagation or extrapolation in which the wavefield from a physical source scattered at any point in the subsurface is estimated from data recorded by receivers located near or at the Earth’s surface. Elastic reverse-time migration usually accomplishes wavefield extrapolation by simultaneous reversed-time ‘injection’ of the particle displacements (or velocities) recorded at each receiver location into a wavefield modeling code. Here, we formulate an exact integral expression based on reciprocity theory that uses a combination of velocity-stress recordings and quadrupole-dipole backpropagating sources, rather than the commonly used approximate formula involving only particle velocity data and dipole backpropagating sources. The latter approximation results in two types of nonphysical waves in the scattered wavefield estimate: First, each arrival contained in the data is injected upward and downward rather than unidirectionally as in the true time-reversed experiment; second, all injected energy emits compressional and shear propagating modes in the model simulation (e.g., if a recorded P-wave is injected, both P and S propagating waves result). These artifacts vanish if the exact wavefield extrapolation integral is used. Finally, we show that such a formula is suitable for extrapolation of ocean-bottom 4C data: Due to the fluid-solid boundary conditions at the seabed, the data recorded in standard surveys are sufficient to perform backpropagation using the exact equations. Synthetic examples provide numerical evidence of the importance of correcting such errors.

INTRODUCTION

Acquisition of the seismic wavefield directly at the seabed provides the only possible direct recordings of shear waves in marine seismics. Modern acquisition systems make use of 4C sensors consisting of a multicomponent geophone and a hydrophone, to record the elastic wavefield in the solid seabed and the acoustic wavefield in the water just above the seabed. They are usually connected to each other by, and are housed within, a so-called ocean-bottom cable (OBC), which transmits data to a recording system on a boat using wired telemetry, while a second boat fires a marine source around and over the sensors (Berg et al., 1994; Amal et al., 2005). Alternatively, remotely operated vehicles can be used to deploy individual sensor nodes (ocean-bottom node, OBN) on the seafloor allowing more flexible acquisition geometries (Ronen et al., 2003; Granger et al., 2005). Recording data in this way has certain advantages over conventional marine acquisition where streamers of hydrophones and multicomponent accelerometers are towed behind a vessel. Ocean-bottom seismics can in principle be used to acquire data in areas congested by platforms or other obstacles at the sea surface, to provide wide-azimuth illumination, to improve repeatability, to collect shear-wave (S-wave) as well as acoustic (P-wave) energy, and to provide higher resolution due to the shorter wavelengths of S-waves compared to P-waves (Maver, 2011).

Although the P-wave energy is often easier than S-waves to generate, record, and process in marine seismics, S-waves can provide additional information about the subsurface. Imaging with multicomponent seismic data can better describe the physics of wave propagation, and resulting seismic images more accurately characterize the subsurface (Zhu et al., 1999; Gaiser et al., 2001; Simmons and Backus, 2003; Stewart et al., 2003; Ravasi and Curtis, 2013). Pure-mode (SS) or converted-mode (PS/SP) shear-wave images have many applications: For example, they provide useful information to discriminate gas-related from nonhydrocarbon-related reflection amplitude anomalies (Hughes et al., 2010), image through gas clouds where the P-wave signal is attenuated (Thomsen et al., 1999).
1997; Knapp et al., 2001), estimate density (Leiceaga et al., 2010), improve the ability to characterize lithology (Shahraeeni and Curtis, 2011; Shahraeeni et al., 2012), and detect fractures (Li, 1998).

Different schemes used for processing ocean-bottom data can be classified by the type of information used at the imaging stage to estimate the subsurface structure. The traditional way is to remove all free-surface multiples and image with only primary reflections (Yilmaz, 1989). A technique known as PZ summation (Barr and Sander, 1989; Soubaras, 1996; Schalkwijk et al., 1999) attenuates strong free-surface multiples by combining the geophone and hydrophone recordings: It exploits the polarity difference between an isotropic measurement (pressure) and a directional measurement (velocity) to eliminate the receiver ghost and the water-column reverberations. A more sophisticated method is to deconvolve the up- and downgoing wavefields (Sonneland and Berg, 1987; Amundsen, 2001; Wang et al., 2009). This provides receiver- and source-side free-surface multiple attenuation but also deghosting and signature deconvolution in layered and complex media, although it puts strict requirements on the spatial density of source and receiver locations. This latter method has the further advantage that it can also be applied to the horizontal components and therefore allows a complete free-surface demultiple method for converted-wave (PS) data.

Alternatively, free-surface multiples (and additionally, internal multiples) can be treated as a useful signal and migrated together with the primaries: Because they are formed by the same source signal as the primaries but travel along different paths through the medium, they contain information not contained in the primaries. Several authors have used the receiver ghost for migration of ocean-bottom data (Godfrey et al., 1998; Ronen et al., 2005; Grion et al., 2007; Dash et al., 2009). Muijs et al. (2007) make an early attempt to image using primary and free-surface multiples together: the final image contains crosstalk artifacts however; they are caused by interference of up- and downgoing waves not associated with the same subsurface reflector. Wong et al. (2010) define a joint, linear least-squares inversion framework that can migrate primary and ghost signals together, combining their structural information free from crosstalk. This method was then modified to account for the subsequent higher order multiples (Wong et al., 2011). Note that all of these techniques require the data to be decomposed into up- and downgoing components.

A distinction may also be made between methods that migrate (or assume the recorded wavefield comprises) only P-waves and those that image using the full elastic wavefield. Two possible avenues exist to make use of the extra elastic wavefield information contained in multicomponent ocean-bottom data at the imaging stage. The first is borrowed from the acoustic case: It uses a purely scalar wave equation for extrapolation. For such methods, wavefield decomposition into scalar and vector potentials is performed before extrapolation; the success of such a separation heavily depends on the estimation of ocean-bottom elastic properties, which is often inaccurate. After separation, up- and downgoing P- and S-waves are processed separately as scalar wavefields, using existing processing algorithms (multiple elimination, migration) developed for acoustic wavefields. The main disadvantage of such methods is that the wavefield is treated as purely P or purely S during extrapolation; thus, conversions that may occur during propagation between any image point and the receivers are ignored. The other avenue is to treat data in a vector form and use fully elastic reverse-time migration (RTM) (Chang and McMechan, 1986, 1994; Sun and McMechan, 1986; Yan and Sava, 2008). Particle displacement (or velocity) recordings are usually directly injected as a boundary condition in a numerical solution to the elastic wave equation; the separation into P- and S-waves is then performed just before the imaging condition is applied.

In this paper, a more accurate boundary condition is proposed for wavefield injection, which accounts for velocity and stress or strain recordings. The new method eliminates most of the problems discussed above. We begin by defining an integral framework for elastic imaging derived from source-receiver interferometry (SRI) (Curtis and Halliday, 2010; Halliday and Curtis, 2010; Vasconcelos, 2013). This results in a double-integral approach: A first integral representation is used for extrapolation of the scattered wavefield due to a conceptual, scattering source at any image point (i.e., receiver-side reverse time wavefield extrapolation), while a second integral represents the imaging condition needed to combine the extrapolated source- and receiver-side (recorded) wavefields. First, we review the nonlinear, elastic imaging condition integral that crosscorrelates scalar and/or vector potentials at the image point, discussed more extensively in Ravasi and Curtis (2013). Then we derive an exact wavefield extrapolation integral expression based on reciprocity theory that uses a combination of velocity-stress recordings and quadrupole-dipole backpropagating sources (i.e., it performs tensorial wavefield extrapolation). This allows the extrapolation of receiver-side wavefields without the introduction of nonphysical waves that arise when wavefield extrapolation is accomplished by direct injection of particle velocity components at the receiver locations (vectorial wavefield extrapolation — Yan and Sava, 2007). Then we discuss how our tensorial wavefield extrapolation integral becomes practical for backpropagation of recorded ocean-bottom 4C data: We show that only particle velocity and pressure recordings are required over the available portion of the seabed because of the incorporation of the physical boundary conditions that govern the fluid-solid boundary. Numerical examples are used to illustrate the advantages of tensorial wavefield extrapolation over common-practice vectorial extrapolation.

**SRI-BASED ELASTIC IMAGING**

The acoustic nonlinear, reverse-time imaging approach proposed by Halliday and Curtis (2010) and Vasconcelos (2011, 2013), which is suitable for marine seismic data acquisition of vector-acoustic data, is based on the so-called source-receiver interferometry or SRI theory (Curtis and Halliday, 2010). Because SRI is derived for acoustic and elastic media by Curtis and Halliday (2010), the corresponding imaging methods can also be extended to elastic media and thus made suitable for alternative data acquisition systems. A particular case is marine seismic acquisition of ocean-bottom data, and another is the related case of land seismic acquisition, both of which require an elastic formulation to account for recorded shear energy. We now review previous aspects of this formulation and extend it as required for exact elastic wavefield extrapolation and for imaging.

Our ocean-bottom formulation is based on source-receiver scattering reciprocity relations, for wavefield extrapolation and for the imaging condition. It can be used with data from an acquisition geometry similar to that depicted in Figure 1a, where sources are towed below the sea-air interface (free surface), receivers are placed on the seabed, and we imagine a further source and receiver...
at each point at which we wish to create an image in the subsurface. This configuration is regarded as incomplete approximation to the ideal “complete” geometry conceptualized in Figure 1b. The latter is composed of a physical boundary of sources that surrounds a physical boundary of receivers and the imaginary source and receiver colocated in the subsurface domain. This is one of three canonical geometries for the theory of SRI (Curtis and Halliday, 2010; Halliday and Curtis, 2010), the theory we draw from in what follows.

When acquiring data using OBCs, receivers are usually densely and uniformly distributed, at least along the inline direction. Otherwise, if OBNs are preferred, receivers are coarsely and non-uniformly located. In both cases, but especially in the latter, data must be interpolated onto a uniform grid before they can be injected without aliasing in any standard finite-difference code for imaging purposes. To overcome this limitation, imaging can be performed by first applying source-receiver reciprocity: Seismic data can instead be injected simultaneously along the well-sampled boundary of sources (i.e., treating this boundary as if using it for receiver-side wavefield extrapolation), while the source wavelet is injected at any individual receiver location (treating each receiver as if it was a source and injecting the source-side wavefield). Such a reciprocal source-receiver formulation is proposed in Appendix A, and in the main text, we present the more usual formulation.

### Elastic imaging conditions

Ravasi and Curtis (2013) use inter-receiver elastic wavefield interferometry and follow a similar type of derivation to the acoustic work of Fleury and Vasconcelos (2012) to derive a nonlinear, elastic, reciprocity-based, frequency-domain imaging condition that is suitable for imaging of ocean-bottom or land data (Figure 2a):

\[
I_{NM}^{i1}(x) = 2\text{Re}\{G_{(M,N)}^{0(\Phi,\Phi)}(x, t = 0)\} = \int \left( \int_{\partial V_S} (\bar{G}_{(M,i)}^{S(\Phi,h)}(x, x_S)\{G_{(N,j)}^{0(\Phi,f)}(x, x_S)\}^{*}n_S d x_S \right) + \int \left( \int_{\partial V_S} (\bar{G}_{(M,i)}^{0(\Phi,h)}(x, x_S)\{G_{(N,j)}^{S(\Phi,f)}(x, x_S)\}^{*}n_S d x_S \right),
\]

where the two superscripts between brackets on the \(G\) terms represent the observed quantity and the source type, respectively, and the subscripts identify the selected components (similar to the notation of Wapenaar and Fokkema, 2006). Here, superscripts \(\Phi\) refer to potentials and are associated with subscript capital letters \(M\) and \(N\), each of which can be substituted by \(P\) or \(S\), and component \(k = 1, 2, 3\) to identify \(P\)- or \(S\)-wave virtual receivers in the subsurface. Superscripts \(f\) and \(h\) represent external volume force (dipole) sources and external deformation rate (quadrupole) sources, respectively, while subscripts \(i/j\) identify the \(i\)-th/\(j\)-th component of the external volume force vectors and external deformation rate tensors. A further superscript \(0/S\) is added to discriminate the reference/scattered Green’s function from the full Green’s function, respectively, where the full Green’s function is \(G = G^0 + G^S\) and \(G^0\) is the Green’s function calculated through a prior

![Figure 1.](image1.png) **Figure 1.** (a) Acquisition geometry used to formulate a SRI framework for nonlinear, reverse-time imaging of elastic ocean-bottom data. Sources (stars) are towed below the sea-air interface, and receivers (triangles) are placed at the seabed. (b) Conceptualization of a complete acquisition geometry to which that in (a) is an approximation.

![Figure 2.](image2.png) **Figure 2.** Geometries used for the reciprocity-based imaging condition and wavefield extrapolation. (a) At the imaging stage, a closed, discretized source boundary \(\partial V_S\) surrounds two imaginary colocated receivers at the image point \(x\) in the subsurface. (b) At the backpropagation stage, a closed receiver boundary \(\partial V_R\) surrounds an imaginary source at the image point \(x\) in the subsurface, while the physical source \(x_S\) is located outside of \(\partial V_R\). Sources and receivers actually used in usual acquisition scenarios are represented by stars and triangles, respectively.
estimate of the subsurface velocity model. Extrapolated Green’s functions (so-called receiver-side wavefields) are represented as \( \tilde{G} \) to differentiate them from forward modeled Green’s functions (so-called source-side wavefields). For example, the Green’s function \( \tilde{G}^{S(\Phi,\Psi)}(x, x_s) \) is the scattered P or S extrapolated wavefield that would be recorded at location \( x \) due to a point force source excited along the \( i \)-th direction at \( x_s \). Finally, \( n_S \) is the \( j \)-th component of the normal vector \( n_x \) on the boundary of sources \( \partial V_S \) and \( \omega \) is the angular frequency. Note that Einstein’s summation convention for repeated indices is used throughout this paper. Notice also that all terms inside the integral consist of one wavefield multiplied by the complex conjugate (*) of another, which corresponds to cross-correlation in the time domain; this is also true of all integrals presented below. For the reader’s convenience, in Table 1 we define a list of variables that we use in this paper.

The image \( I_{NM}^o(x) \) on the left of equation 1 is composed of a first term that focuses single-scattered wavefields at the image point \( x \) and a second term that accounts for nonlinear interactions between the wavefield and the model. Ravasi and Curtis (2013) show that \( I_{NM}^o(x) \) in fact represents the zero-time sample of the Green’s function \( G_{(M,N)}(x,t) \) at \( x \) that is, the received scattered P- or S-wave (\( M \)) recorded at point \( x \), due to a P- or S-wave source (\( N \)) also located at \( x \). This will only be nonzero if there is a perturbation of the background medium exactly at \( x \). Hence, this zero-time value is a good candidate to be used as an imaging condition.

Because the formulation with unidirectional point force sources is not practical for marine ocean-bottom applications, the transformation that Wapenaar and Fokkema (2006) propose is used to change source quantities on \( \partial V_S \) to be P- and S-wave sources. Assuming that the medium at, and outside of, \( \partial V_S \) is homogeneous, isotropic, and unperturbed (i.e., waves only propagate inward from the source boundary \( \partial V_S \) due directly to the source at \( x_s \), and are not scattered back inward by external heterogeneities), a shot-profile imaging condition with monopole/dipole P- and S-wave sources is given by

\[
I_{NM}^o(x) = 2\text{Re}\{G_{(M,N)}^{S(\Phi,\Psi)}(x,t=0)\}
\]

\[
= \int \left( \frac{2}{\rho c_P} \int_{\partial V_S} \left\{ \partial_S G_{(M,K)}^{S(\Phi,\Psi)}(x,x_s) \right\} \left( G_{(N,K)}^{0(\Phi,\Psi)}(x,x_s) n_S d x_s \right) \right) \frac{\omega}{2} \right) \right) d\omega
\]

\[
+ \int \left( \frac{2}{\rho c_P} \int_{\partial V_S} \left\{ \partial_S G_{(M,K)}^{S(\Phi,\Psi)}(x,x_s) \right\} \left( G_{(N,K)}^{0(\Phi,\Psi)}(x,x_s) n_S d x_s \right) \right) \frac{\omega}{2} \right) \right) d\omega.
\]

(2)

Note that if the above assumption is not satisfied, for example, when source-side ghost and higher order multiples are not previously attenuated from the data, the final image will contain artifacts due to these events. Otherwise, the imaging condition in equation 2 is equivalent to that in equation 1.

This equation still requires the availability of monopole and dipole P- and S-wave source responses: If only monopole P-wave sources are available, S-wave sources must be neglected in equation 2 and the P-wave dipole response can be approximated using \( \partial_S G_{(M,P)}^{S(\Phi,\Psi)}(x,x_s) \approx -(j \omega/c_P) G_{(M,P)}^{0(\Phi,\Psi)}(x,x_s) \) (the far-field radiation condition), where \( c_P \) is the P-wave velocity (Wapenaar and Fokkema, 2006). Thus, we obtain

\[
I_{NM}^o(x) = 2\text{Re}\{G_{(M,N)}^{S(\Phi,\Psi)}(x,t=0)\}
\]

\[
\approx \frac{2}{\rho c_P} \int \left( \int_{\partial V_S} \left\{ \partial_S G_{(M,P)}^{S(\Phi,\Psi)}(x,x_s) \right\} \left( G_{(N,P)}^{0(\Phi,\Psi)}(x,x_s) d x_s \right) \right) \frac{\omega}{2} \right) \right) d\omega
\]

\[
+ \frac{2}{\rho c_P} \int \left( \int_{\partial V_S} \left\{ \partial_S G_{(M,P)}^{S(\Phi,\Psi)}(x,x_s) \right\} \left( G_{(N,P)}^{0(\Phi,\Psi)}(x,x_s) d x_s \right) \right) \frac{\omega}{2} \right) \right) d\omega.
\]

(3)

For the purpose of elastic RTM (i.e., the mapping of unknown subsurface discontinuities using primary reflections), the second term on the right-hand side is almost always neglected because predicting or modeling the scattered source-side wavefield relies on knowledge of subsurface parameters with high spatial resolution, which is seldom available at this stage of seismic imaging. A linearized imaging condition is therefore usually used:

\[
I_{NM}^o(x) = 2\text{Re}\{G_{(M,N)}^{S(\Phi,\Psi)}(x,t=0)\}
\]

\[
\approx \frac{2}{\rho c_P} \int \left( \int_{\partial V_S} \left\{ \partial_S G_{(M,P)}^{S(\Phi,\Psi)}(x,x_s) \right\} \left( G_{(N,P)}^{0(\Phi,\Psi)}(x,x_s) d x_s \right) \right) \frac{\omega}{2} \right) \right) d\omega.
\]

(4)

Other than the term \( 2/\rho c_P \) in front of the integral, this is exactly the imaging condition defined heuristically by Yan and Sava (2008); it is used in the examples below to compare with the elastic PP and PS images created using our new wavefield extrapolation formula presented below.

### Table 1. Variable names and definitions.

<table>
<thead>
<tr>
<th>Name</th>
<th>Definition</th>
<th>Name</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x )</td>
<td>Image point position</td>
<td>( t )</td>
<td>Time</td>
</tr>
<tr>
<td>( x_s )</td>
<td>Source position</td>
<td>( x_R )</td>
<td>Receiver position</td>
</tr>
<tr>
<td>( n_s )</td>
<td>Source boundary normal vector</td>
<td>( n_R )</td>
<td>Receiver boundary normal vector</td>
</tr>
<tr>
<td>( \rho )</td>
<td>Density</td>
<td>( c_P )</td>
<td>P-wave velocity</td>
</tr>
<tr>
<td>( c_{ijkl} )</td>
<td>Compliance</td>
<td>( s_{ijkl} )</td>
<td>Stiffness</td>
</tr>
<tr>
<td>( l^l )</td>
<td>Linear seismic image</td>
<td>( l^{nl} )</td>
<td>Nonlinear seismic image</td>
</tr>
<tr>
<td>( v )</td>
<td>Velocity recording</td>
<td>( \tau )</td>
<td>Stress recording</td>
</tr>
<tr>
<td>( f )</td>
<td>External volume force (dipole) source</td>
<td>( h )</td>
<td>External deformation rate (quadrupole) source</td>
</tr>
<tr>
<td>( \Phi )</td>
<td>Potential recording</td>
<td>( p )</td>
<td>Pressure recording</td>
</tr>
</tbody>
</table>
Elastic wavefield extrapolation

To evaluate any imaging condition, source and receiver wavefields must first be computed. Although the source-side wavefields $G_{i,j}^{(ij,0)}(x_0, x)$ are easily obtained by forward modeling using the reference model of the subsurface and the survey’s known acquisition geometry (usually, a P-wave source and vector potential “receivers” in the subsurface), the receiver-side scattered wavefields $\tilde{G}_{(M,P)}^{r,f}(x, x_s)$ extrapolated to point $x$ are not directly available. An accurate estimate of this wavefield is fundamental for the creation of an image without artifacts. This estimate is obtained by extrapolating the physically recorded data, given by P-wave sources towed below the sea-air free-surface interface at position $x_i$ and observed at all available receiver locations $x_R$ along the seabed, backward in time to any desired subsampled image point $x$ (Figure 2b). Divergence and curl operators are then applied to the extrapolated wavefields to extract P- and S-waves in the subsurface.

In accord with the theory of source-receiver imaging that Halliday and Curtis (2010) propose, we now provide an exact integral expression for wavefield extrapolation in the form of boundary integrals controlled by recorded elastic data. This reciprocity-based wavefield extrapolation, combined with the imaging condition that Ravasi and Curtis (2013) propose, for the first time provides a theoretically exact source-receiver integral framework for imaging of land or ocean-bottom elastic data. This provides the basis for studies of new acquisition designs because it defines precisely the information that any proposed survey design would and would not provide about any image point in the subsurface.

As derived in Appendix A, an exact integral expression for elastic receiver-side extrapolation with monopole sources and velocity-stress receivers is given by

$$\tilde{G}_{(M,P)}^{S,F}(x, x_s) = -\int_{\partial V_R} G_{(i,j)}^{r,0}(x_R, x_s)\left\{G_{(M,J)}^{f,0}(x, x_R)\right\}^* n_{R,J} d\mathbf{x}_R + G_{(i,j)}^{r,0}(x_R, x_s)\left\{G_{(M,J)}^{f,0}(x, x_R)\right\}^* n_{R,J} d\mathbf{x}_R - \int_{\partial V_R} G_{(i,j)}^{r,0}(x, x_s)\left\{G_{(M,J)}^{f,0}(x_R, x)\right\}^* n_{R,J} d\mathbf{x}_R + G_{(i,j)}^{r,0}(x, x_s)\left\{G_{(M,J)}^{f,0}(x_R, x)\right\}^* n_{R,J} d\mathbf{x}_R,$$

where superscripts $r, f$ represent particle velocity and stress recordings and subscripts $ij$ identify the $i$th/jth component of the particle velocity vectors and stress tensors, respectively. The subscript $K$ can be replaced by $P$ when only P-wave sources are used in the physical (e.g., marine seismic) experiment:

$$\tilde{G}_{(M,P)}^{S,F}(x, x_s) = -\int_{\partial V_R} G_{(i,j)}^{r,0}(x_R, x_s)\left\{G_{(M,J)}^{f,0}(x, x_R)\right\}^* n_{R,J} d\mathbf{x}_R + G_{(i,j)}^{r,0}(x_R, x_s)\left\{G_{(M,J)}^{f,0}(x, x_R)\right\}^* n_{R,J} d\mathbf{x}_R - \int_{\partial V_R} G_{(i,j)}^{r,0}(x, x_s)\left\{G_{(M,J)}^{f,0}(x_R, x)\right\}^* n_{R,J} d\mathbf{x}_R + G_{(i,j)}^{r,0}(x, x_s)\left\{G_{(M,J)}^{f,0}(x_R, x)\right\}^* n_{R,J} d\mathbf{x}_R.$$

A linearized expression for Born imaging is obtained by discarding the terms describing nonlinearity interaction between the recorded data and the scattered backpropagators (second line of equation 6), because these require velocity/density models with high spatial resolution to be computed in advance of imaging, which is usually not possible:

$$\tilde{G}_{(M,P)}^{S,F}(x, x_s) \approx -\int_{\partial V_R} G_{(i,j)}^{r,0}(x_R, x_s)\left\{G_{(M,J)}^{f,0}(x, x_R)\right\}^* n_{R,J} d\mathbf{x}_R + G_{(i,j)}^{r,0}(x_R, x_s)\left\{G_{(M,J)}^{f,0}(x, x_R)\right\}^* n_{R,J} d\mathbf{x}_R.$$

Equation 8 reveals the simplified nature of common-practice wavefield extrapolation with respect to the exact expression in equation 5, the best-case nonlinear expression in equation 6, and linearized expression in equation 7, all of which employ the full velocity-stress information in elastic waves.

Such a formula (equation 8) is not really an approximation to the exact extrapolation integrals. Rather, it is a heuristic scheme used to estimate the receiver wavefield, which contradicts the theory of reciprocity. Thus, in spite of being kinematically correct, it does not effectively represent the scattered Green’s function between a physical source $x_s$ and any image point $x$ at all. This results in two types of nonphysical waves: First, during backpropagation each arrival contained in the data is injected upward and downward rather than only downward as in the true time-reversed experiment. Second, all injected energy emits compressional and shear propagating modes (e.g., even if only a recorded P-wave is injected, $P$ and $S$
propagating modes result and are backpropagated to any image point \( x \).

Application to ocean-bottom 4C data

At first glance, our tensorial wavefield extrapolation integral seems not to be suitable for practical applications because it requires additional information, such as stress recordings, which are not easily available. However, we now show that this method is applicable to ocean-bottom seismic acquisition systems that use 4C sensors to measure the fluid’s pressure \( p(x, t) \) and the solid’s particle displacement vector \( u(x_R, t) \) or velocity vector \( v(x_R, t) \) at the seabed. In fact, under the assumption that the seabed can be approximated as a horizontal interface (\( n = i_p \)) between the fluid and solid layers as in Figure 3 (although a similar derivation can be obtained for any shape of seabed), only knowledge of the scattered particle velocity vector and the scattered vertical traction vector is required to perform tensorial wavefield extrapolation (equations 6 and 7):

\[
\begin{align*}
\mathbf{v}(x_R, t) &= \begin{pmatrix} v_x(x_R, t) \\ v_y(x_R, t) \\ v_z(x_R, t) \end{pmatrix}, \\
\mathbf{t}(x_R, t) &= \begin{pmatrix} \tau_{xz}(x_R, t) \\ \tau_{yz}(x_R, t) \\ \tau_{zz}(x_R, t) \end{pmatrix}. \quad (9)
\end{align*}
\]

The boundary condition at the fluid–solid interface dictates (1) continuity of the normal component of particle displacement, (2) the normal component of the traction in the solid equals the negative of the acoustic pressure in the fluid, and (3) the tangential components of the traction in the solid vanish. These constraints result in the following conditions:

\[
\begin{align*}
\tau_{xz}(x_R, t) &= 0, \\
\tau_{yz}(x_R, t) &= 0, \\
\tau_{zz}(x_R, t) &= -p(x_R, t). \quad (10)
\end{align*}
\]

Assuming that the scattered component of the recorded wavefields can be extracted from the original recordings, 4C data therefore provide all information needed for the implementation of equation 6, which we can restate using only the data that are usually recorded on existing seabed systems:

\[
\begin{align*}
\mathbf{v}(x_R', t) &= \begin{pmatrix} v_x(x_R', t) \\ v_y(x_R', t) \\ v_z(x_R', t) \end{pmatrix}, \\
\mathbf{t}(x_R', t) &= \begin{pmatrix} \tau_{xz}(x_R', t) \\ \tau_{yz}(x_R', t) \\ \tau_{zz}(x_R', t) \end{pmatrix}, \\
\mathbf{p}(x_s, t) &= \begin{pmatrix} p(x_s, t) \\ \mathbf{u}(x_s, t) \end{pmatrix} \quad \text{4C-receivers}.
\end{align*}
\]

Figure 3. Acquisition of ocean-bottom 4C data. Four-component sensors, consisting of a multicomponent geophone and a hydrophone, are placed along the seabed to record the full elastic wavefield. A boat moves over the sea surface, firing a compressional source at regular intervals. The sea-air interface generates source and receiver ghosts and higher order waterborne multiples. The seabed (liquid-solid interface) is responsible for the conversion process arising when an incident P-wave is transmitted, reflected, and converted into a shear wave.

\[
\tilde{G}^{S(\Phi, \Phi)}_{(M, P)}(\mathbf{x}, \mathbf{x}_S) = \int_{\partial \Omega_R} (p^S(x_R, x_S)) \left[ G^{(0, \Phi, f)}_{(M, z)}(\mathbf{x}, x_R) \right]^* d\mathbf{x}_R \\
- \mathbf{v}^S(x_R, x_S) \left( G^{(0, \Phi, h)}_{(M, z)}(\mathbf{x}, x_R) \right)^* d\mathbf{x}_R \\
+ \int_{\partial \Omega_R} (p(x_R, x_S)) \left( G^{S(\Phi, f)}_{(M, z)}(\mathbf{x}, x_R) \right)^* d\mathbf{x}_R \\
- \mathbf{v}^S(x_R, x_S) \left( G^{S(\Phi, h)}_{(M, z)}(\mathbf{x}, x_R) \right)^* d\mathbf{x}_R. \quad (11)
\]

Thus, provided the fluid-solid boundary conditions hold at the seabed (at least in cases with a lithified seabed capable of supporting shear stress), all of the above results and learning pertain to standard seabed 4C sensors. In what follows, we provide examples that illustrate these points, and which thus demonstrate the advantages of tensorial extrapolation over vectorial extrapolation.

EXAMPLES

Elastic RTM of a single scatterer

Consider a single point scatterer embedded in a constant background medium \( (\varepsilon_p = 2600 \text{ m/s}, \varepsilon_s = 1400 \text{ m/s}, \rho = 1000 \text{ kg/m}^3) \) at position \( x_{\text{scat}} = (1000, 600) \text{ m} \). A density perturbation of \( \Delta \rho = 600 \text{ kg/m}^3 \) is defined in the otherwise homogeneous density model (Figure 4), and an absorbing boundary condition is applied at the top of the model to prevent the construction of free-surface multiples. Such data are usually referred to as Born data; in practice, such data are the result of preprocessing steps that suppress source-side ghosts, receiver-side ghosts, and multiple scattering in the recorded data. A physical compressional source is fired at \( x_S = (1400, 50) \text{ m} \), and a horizontal array of receivers is placed at \( z_R = 300 \text{ m} \) with inter-receiver spacing of \( \Delta z_R = 2 \text{ m} \). The direct arrival \( G^0 \) is subtracted from the recorded data \( G \) at each receiver location to give scattered fields \( G^{S(\Phi, f)}_{(i, p)}(x_R, x_S) \) and \( G^{S(\Phi, h)}_{(i, p)}(x_R, x_S) \) only. The reference field and the full (reference plus scattered) field are computed using a 2D staggered grid elastic finite-difference algorithm (Virieux, 1986).

Particle velocity recordings are then injected along the receiver array, and the wavefield back-propagation procedure is carried out according to equation 8 using the homogeneous density model as the reference medium for wave propagation. Scalar and vector potentials may be recorded at any image point and crosscorrelated with the source wavefield potentials as required by the linearized imaging condition in equation 4. The receiver-side wavefield is then also estimated using the more accurate tensorial wavefield extrapolator (equation 7), and the same linearized imaging condition is used to produce a second set of elastic images.

PP imaging

Figure 5 shows a series of snapshots of estimated scattered P-wavefields next to the modeled scattered P-wavefield \( \tilde{G}^{S(\Phi, \Phi)}_{(i, p)}(x, x_S) \). Note that although the extrapolation calculation is always carried out in reverse time, we prefer to show the wavefields according to the true propagation time in the field experiment. The left plots would (and can) be obtained exactly with a full boundary of receivers (Figure 1b) plus nonlinear tensorial extrapolation in equation 6. The middle column of plots is compromised by data
only being recorded on part of the receiver boundary and by the use of the linearized tensorial extrapolation (equation 7) — in other words, by the one-sided illumination of the subsurface and by knowledge of only the background velocity model as is usually the case in seismic imaging. The right plots are further compromised by using the usual vectorial extrapolator (equation 8). Comparing these plots, only the upper part of the extrapolated wavefields is obtained in seismic extrapolation because the receiver array is only available at the seabed, rather than being an ideal enclosing array as in Figure 1b. In addition, the use of only particle velocity measurements in the usual erroneous method of wavefield extrapolation in the right plots causes two types of nonphysical energy: 1) pervasive injection of down- and upgoing waves at the receiver arrays and 2) a second circular waveform that will collapse at the receiver array after the physical upgoing wave collapses. Both of these features create nonphysical wavefields at image points.

Nonphysical energy of type 1 is the same artifact that arises in the acoustic case when pressure recordings are used for wavefield extrapolation rather than the full vector acoustic (pressure plus particle velocity) data — see Vasconcelos (2013). Nonphysical energy of type 2 is peculiar to the elastic case and is due to injection in the model of the velocity displacement recordings through volume force sources; this emits both P- and S-wave propagating modes for each individual P- or S-wave arrival (Yan and Sava, 2007). In this specific case, S-wave energy, as is present in the particle velocity recordings, is erroneously injected as P-wave energy along the receiver array, causing the second circular wave in the right plots of Figure 5.

**Tensorial versus vectorial wavefield extrapolation integrals analysis.**—We now compare the tensorial integral expression for wavefield backpropagation of elastic Born data (equation 7) with the commonly used vectorial version (equation 8), and support an explanation of the nature of nonphysical waves arising in the latter. We borrow the stationary-phase approach (Snedier, 2004) commonly used to analyze seismic interferometry: This approach highlights where, along the receiver boundary ∂V_R, the recorded data and the backpropagators interfere constructively and contribute to the creation of either physical or nonphysical waves in the receiver-side extrapolated wavefield. Associated boundary receivers are called stationary receivers.

The single point-scatterer example allows for the identification of three different regions of the subsurface domain (Figure 5): Region A is located above the receiver array (z ≤ z_R), region B is bounded between the receiver array and the scatterer (z_R < z ≤ z_scatt), while region C is located below the scatterer depth (z > z_scatt). Although the receiver boundary is incomplete and the crosscorrelation between the full recorded data and the scattered receiver propagator (the second line of equation 6, which is nonlinear with respect to the scattered wavefield) is not performed, the tensorial wavefield backpropagation of elastic data generates an almost correct receiver wavefield in the region between the receiver boundary and the scatterer. The stationary point on the receiver array that is needed to construct the scattered P-wave between the physical source and x is, in fact, located on the available portion of the receiver boundary. The corresponding wavefield is constructed by crosscorrelating the scattered recorded data and the reference receiver propagator (equation 7). However, when components of the stress tensor used for the evaluation of equation 7 (terms with superscript ij) are substituted (approximated) by the “corresponding” components of the particle velocity vector (equation 8), the receiver wavefield shows two nonphysical waves above the receiver line and another nonphysical event below the scatterer.

Nonphysical event 1 (indicated in Figure 5) arises when the scattered P-wave reaches the receiver array; it is also backpropagated (erroneously) upward. Such an artifact therefore occurs only in the portion of the model above the receiver array in this case, due to the absorbing boundary condition at the top of the model. Given a generic point x_i in region A, this backpropagated wave reaches that location at a time equal to the time that would be obtained by effectively crosscorrelating the P-wave scattered data G_{(P,P)}^S(x_R, x_i) and the P-wave reference propagator G_{(P,P)}^{S(0)}(x_A, x_R); because crosscorrelation subtracts the phase of one wavefield from another, the arrival time of the erroneous wavefield is the difference between the traveltimes of the two correlated wavefields (Figure 6a). An explanation of the symmetry between the backpropagation path and the physical one with respect to the receiver array comes from the fact that all the recorded energy focuses at two subsurface points, the first being at the actual scatterer location and the second being the symmetric reflection of that location through the receiver array (see Figure 5c — time 2). The same analysis can be carried out for any point contained in the gray cone in Figure 6a to identify first the corresponding stationary receiver and also the time at which this nonphysical wavefront reaches that point.

Nonphysical event 2 occurs throughout the subsurface. It is caused by the crosscorrelation between the S-wave scattered data G_{(S,P)}^S(x_R, x_S) due to a conversion at the density perturbation and recorded at the receiver arrays, and the P-wave reference propagator G_{(P,P)}^{(0)}(x_S, x_R). Figure 6b explains the creation of this event for a point x_B located in region B using a stationary-phase approach.

Correctly combining velocity-stress recordings and quadrupole-dipole backpropagating sources is the key component to obtain a receiver wavefield deprived of the above two types of spurious events. Figure 7 shows how the scattered P-wavefield between a physical source and any point in the subsurface...
$G_{(M,P)}^{(\Phi,\Phi)}(x_{scatt},x_{s})$ is created in equation 7 by summing the integral

$$
\int_{\partial V} G_{(i,j)}^{(\Phi,\Phi)}(x_{R},x_{S}) \{ G_{(M,i)}^{(\Phi,\Phi)}(x_{R},x_{S}) \}^* n_{R,j} dN_k
$$

involving stress data and volume force density sources (Figure 7a) and the integral

$$
\int_{\partial V} G_{(i,j)}^{(\Phi,\Phi)}(x_{R},x_{S}) \{ G_{(M,i)}^{(\Phi,\Phi)}(x_{R},x_{S}) \}^* n_{R,j} dN_k
$$

involving velocity data and deformation rate density sources (Figure 7b). The physically scattered P-waves share the same radiation pattern between the first and the second integrands, whereas the nonphysical waves have opposite polarity resulting in a perfect cancellation (other than small numerical errors due to the presence of dispersion in finite-difference data) when they are summed together (Figure 7c).

Consider now the region of the subsurface below the scatterer. Here, neither the tensorial nor the vectorial wavefield extrapolation construct the scattered P-wave traveling from the physical source to any image point $x_{C}$ because the stationary receiver lies on a portion of the receiver boundary that is not available in a usual seismic experiment (Figure 6c). A comparison with the exact scattered P-wave in Figure 5 shows how both receiver wavefields share the same spurious event at early times (i.e., before the scattering event occurs) due to the crosscorrelation between the scattered P-wave and the reference P-wave propagator (Figure 5) — time 1 and Figure 6d). Furthermore, after the scattering event takes place (Figure 5 at times 2–5), the scattered P-wave appears to propagate only upward rather
than “isotropically” in any direction (or in reverse time, the scattered P-wave collapsing onto the scatterer comes only from the direction of the receiver array). Although nonphysical events 1 and 2 pertain to using only elastic monopole sources and receivers, differences in the scattered P-wave between the exact scattered wavefield (Figure 5a) and the extrapolated receiver-side wavefields (Figure 5b and 5c) are due to the availability of only an incomplete (open) boundary of receivers. All of these observations are summarized in Table 2.

Imaging condition and artifacts.—Spurious events in receiver-side wavefield extrapolation potentially turn into artifacts in the final image. However, because an imaging condition often uses only the zero-time, zero-offset crosscorrelation between source and receiver wavefields, artifacts would only be created if the source wavefield and nonphysical waves in the receiver-side wavefield extrapolation coincide at the image point at a certain time. This is obviously not the case for nonphysical wavefield 1, which is due to the lack of directionality in the particle velocity injection because the source wavefield reaches any point $x_A$ before the upward-injected P-wave. Moreover, absorbing boundary conditions are used at the top of the model in the extrapolation procedure to avoid the upgoing nonphysical wave being reflected back into the subsurface. On the other hand, because the source wavefield propagates from the source toward infinity and the nonphysical wavefield 2 starts from infinity and collapses at the receiver array (Figure 8), they inevitably cross at a certain time, creating artifacts in the PP image.

Figure 9 shows the PP images obtained from elastic RTM using the tensorial (Figure 9a) and vectorial (Figure 9b) wavefield extrapolation and the linearized imaging condition in equation 4. The scatterer is correctly imaged in both cases; however, a strong artifact is present when the vectorial receiver wavefield is crosscorrelated with the source wavefield (Figure 9b). This is caused by the use of only velocity data/volume force density sources in the receiver-side extrapolation. Because nonphysical wave 2 is not present in the tensorial receiver wavefield, the artifact is strongly attenuated in the final result in Figure 9a, creating a much clearer image, which allows a more accurate interpretation of the subsurface structure.

PS imaging

To evaluate an imaging condition for converted-waves (a so-called PS image) the computation of the S-wave receiver wavefield is required. In this section, we analyze the effect of using only particle velocity data to extrapolate the shear wavefield and describe how artifacts arise in the final image because of spurious events in the receiver-side extrapolation.

A series of snapshots of the S-wave receiver-side extrapolated field is compared to the exactly modeled scattered S-wave wavefield $\tilde{G}_{(S,P)}(x, x_S)$ (Figure 10). Nonphysical wavefields 1 and 2 are explained similarly to those of the corresponding waves in the P-wave extrapolated wavefield. The main difference concerns the shape of spurious event 2 and the chronological order at which

Table 2. Comparison between the vectorial (left of slash) and tensorial (right of slash) receiver-side back-extrapolated wavefields with respect to the three main events discussed in the text for three different regions of the subsurface domain: V, properly handled; X, improperly handled; and X/V, improperly handled by vectorial extrapolation but properly handled by tensorial extrapolation.
these waves collapse at the receiver array: Nonphysical wavefield 2 now arrives before the physical scattered S-wave. Wavefront 2, a scattered P-wave injected erroneously as an S-wave, has a parabolic shape: more precisely, two parabolic wavefronts propagate in opposite directions reaching the receiver array at the same time. Note that the wavefront indicated with the label “1 + 2” represents a recorded S-wave that was erroneously backpropagated as a P-wave, also in the wrong direction.

Figure 11 shows the source-side forward-propagating P-wave wavefield $G_0^{(P,P)}(x, x_S)$ (Figure 11a), and the tensorially (Figure 11b) and vectorially (Figure 11c) backpropagated S-wave receiver wavefields $\bar{G}_S^{(S,S)}(x, x_S)$, which are crosscorrelated to evaluate the imaging condition in equation 4 (Figure 12). Artifact A1+2 in Figure 12b arises from the intersection of the source wavefield with the upper part of nonphysical wave 1 + 2, whereas artifact A2 is due to the lower part of spurious event 2 (Figure 11c).

**Elastic RTM of the Marmousi 2 model**

We now use a modified subset of the Marmousi 2 model (Martin et al., 2002) to compare the receiver-side extrapolation formulae in a more realistic scenario. Figure 13a depicts the stratigraphic density model composed of a series of layers with increasing dip toward the right side. The P- and S-wave velocity models used for migration are smooth with velocities ranging, respectively from 1.6 to 3.2 km/s and 0.8 to 1.6 km/s ($v_p/v_S = 2$) (Figure 13b). Data are modeled using density discontinuities to generate reflections, whereas we use a constant migration density throughout the model ($\rho = 10^{12}$ kg/km$^3$) to carry out Born imaging (i.e., for calculation of the source-side reference wavefield and for receiver-side back-propagation). A compressional source is fired at $x_S = (6.75, 0.5)$ km, and the wavefields are recorded by a horizontal array of receivers placed at $z_R = 0.5$ km with inter-receiver spacing of $\Delta x_R = 2.5$ m. Absorbing boundary conditions are used for modeling and migration.

![Figure 9](image-url) PP images resulting from elastic RTM using (a) tensorial and (b) vectorial wavefield extrapolation for the example in Figure 4 illuminated by a single surface source. Although the scatterer is correctly imaged in both cases (it cannot be properly localized because only a single source was used in this example), artifact A2 is clearly visible below and to the right of the scatterer when only particle velocity data are injected at receiver locations during wavefield extrapolation. This results from the cross-correlation between the source wavefield (Figure 8a) and nonphysical event 2 in the extrapolated receiver wavefield (Figure 8c).

![Figure 7](image-url) Construction of the correct back-extrapolated receiver-side P-wavefield using the tensorial wavefield extrapolation integral (equation 7) for the example in Figure 4: (a) first term, (b) second term, and (c) the sum of the integrals shown in (a) and (b). These wavefields share the same radiation pattern for the physical event (the downgoing scattered P-wave), whereas radiation patterns of the opposite sign cancel out in (c) for the nonphysical events (the upgoing scattered P-wave and the spurious P-wave due to the S-wave recorded at the receiver array).

![Figure 8](image-url) Time snapshot of (a) the source-side P-wave wavefield $G_0^{(P,P)}(x, x_S)$, and the (b) tensorial and (c) vectorial P-wave receiver-side back-extrapolated wavefields $\bar{G}_S^{(S,P)}(x, x_S)$ for the example in Figure 4. The source wavefield is crosscorrelated with one of the receiver wavefields and the image is the value of the result at zero-time. This corresponds to the source wavefield snapshot being multiplied by the corresponding receiver wavefield (and the resulting panels at different times being summed together). In (a) the arrows identify the propagation direction of the source wavefield, and in (c) the arrows define propagation direction of non-physical event 2 in the vectorial receiver wavefield. Since they propagate in opposite directions and cross each other, they create an artifact in the final image (indicated in Figure 9b).
Receiver-side P- and S-wave extrapolated wavefields are computed using the tensorial (Figure 14a and 14c) and vectorial (Figure 14b and 14d) wavefield extrapolation integrals. The complexity of the model results in seismic data that are densely populated by events of every kind, ranging from primary reflected P-waves to primary converted S-waves and multiply scattered and converted P- and S-waves. When the vectorial expression is used for wavefield extrapolation, the number of wavefronts injected along the line of receivers is twice the number of physical waves reaching the earth’s surface: a nonphysical S- or P-wave is erroneously generated from every physical P- or S-wave, respectively. In Figure 14b, several spurious waves, propagating transversally with respect to the physical ones, are indicated by white arrows. They mainly populate the right part of the model, although weak spurious energy is also visible on

Figure 10. Series of snapshots of the (a) exactly modeled (b) tensorially and (c) vectorially back-extrapolated receiver-side S-wavefields $\bar{G}_{(S,P)}(x, x_S)$ for the point scatterer example (Figure 4). The white arrows indicate nonphysical waves due to approximations made in the wavefield extrapolation integral (equation 8). They do not arise (other than due to numerical artifacts) when the tensorial wavefield extrapolation integral is carried out in (b).

Figure 11. Time snapshot of (a) the source-side P-wave wavefield $G^{(P, P)}_{(P, P)}(x, x_S)$, and the (b) tensorial and (c) vectorial S-wave receiver-side back-extrapolated wavefields $\bar{G}_{(S,P)}(x, x_S)$ for the example in Figure 4. In (a) the arrows identify the propagation direction of the source wavefield and, in (c) the arrows define the propagation direction of non-physical event 2 in the vectorial receiver wavefield. They cross each other and create an artifact in the final image (Figure 12b).
the left side. Moreover, nonphysical events have an amplitude comparable with that of the physical events. On the other hand, the receiver-side S-wave field (Figure 14d) seems to be less affected by nonphysical wavefronts, which propagate in a variety of different directions. The use of tensorial wavefield extrapolation integrals (Figure 14a and 14c) is necessary to generate receiver-side extrapolated wavefields deprived of artificial waves, whereas the backpropagated physical P- and S-waves share the same kinematics as those obtained by the vectorial counterpart but are clearer and more discernible.

As a last step to produce PP and PS images of the subsurface, the linearized imaging condition (equation 4) is applied to the source- and receiver-side extrapolated wavefields (Figure 15). Spurious events in the receiver-side vectorial wavefields interfere with events in the source-side wavefields to generate artifacts in the final images. They distort the structure of the layered medium, especially in the near surface around coordinates \( x = 7.25 \, \text{km} \) and \( z = 0.8 \, \text{km} \) in the PP image (Figure 15b) and around coordinates \( x = 6.75 \, \text{km} \) and \( z = 0.7 \, \text{km} \) in the PS image (Figure 15d). A clear improvement is visible when using the receiver-side tensorial wavefields either for the PP image (Figure 15a) or the PS image (Figure 15c).

**Ocean-bottom 4C data**

We now demonstrate the seabed extrapolation formula (equation 11) by adding a water layer \( (v_P = 1500 \, \text{m/s}, v_S = 0 \, \text{m/s}, \rho = 1000 \, \text{kg/m}^3) \) on top of the Marmousi 2 model of Figure 13 to mimic an ocean-bottom imaging experiment. Synthetic data are computed using a source at \( x_S = (6.75, 0.005) \) km and a horizontal array of pressure and particle-velocity receivers placed along the seabed \( (z_R = 0.5 \, \text{km}) \). PP imaging using tensorial and vectorial wavefield backpropagation is performed below the receiver boundary (i.e., inside the elastic medium).

Data are initially modeled without free-surface multiples (i.e., with absorbing boundaries at the top of the water layer) to show the benefit arising from the correct injection of P- and S-waves. Figure 16 shows a time snapshot of the receiver-side P-wavefield computed using the tensorial and vectorial wavefield extrapolation integrals. In Figure 16b, analogously to Figure 14b, recorded S-waves are erroneously injected as P-waves and affect the vectorial wavefield (white arrows). PP images using tensorial (Figure 17a) and vectorial (Figure 17b) wavefield extrapolation are compared again showing the importance of using the pressure field along with the velocity recordings and the use of correct “injectors.” A clear improvement by using tensorial extrapolation is visible throughout the model and especially in the shallower part, the vectorial artifacts being almost completely suppressed.

Lastly a free surface is added at the modeling stage, so that the recorded data are composed of up- and downgoing waves at the receiver array. The same time snapshots of the receiver-side P-wavefield as in Figure 16 are now displayed in Figure 18. Apart from the same nonphysical waves indicated by white arrows, some other artifacts appear in the vectorial wavefield (black arrows — Figure 18b): these are downgoing wavefields from multiples in the water layer, which are erroneously treated as upgoing recorded waves and are directly backpropagated downward into the subsurface. The tensorial extrapolation, on the other hand, accomplishes a
Figure 14. Comparison between a snapshot of the (a)/(c) tensorial, and (b)/(d) vectorial receiver-side back-extrapolated wavefields $\tilde{G}^S_{P,P} (x,S)$ (top) and $\tilde{G}^S_{S,P} (x,S)$ (bottom). White arrows show nonphysical waves of type 2 due to approximations made in the wavefield extrapolation integral in equation 8.

Figure 15. PP (top) and PS (bottom) images resulting from a single shot-profile elastic RTM of a modified subset of the Marmousi 2 model using the (a)/(c) tensorial and (b)/(d) vectorial wavefield extrapolation, respectively. Different portions of the subsurface domain are illuminated by pure- and converted-mode images because of different illumination angles of the two propagation modes for the given acquisition geometry. Nonphysical waves in the vectorial receiver-side extrapolated wavefield (Figure 14b and 14d) interfere with waves in the source wavefield to generate artifacts at the imaging stage (white arrows).
directional injection of the recorded wavefields and only upgoing waves are backpropagated inside the medium. Now, although the PP image constructed with the vectorial receiver wavefield (Figure 19b) shows further artifacts due to the interaction of the source wavefield with these downgoing waves injected in the opposite direction, the tensorial PP image (Figure 19a) is exactly the same as that obtained earlier by migrating Born data (Figure 17a). Hence, our tensorial extrapolation proves to be capable of separating the information from free-surface multiples (i.e., downgoing waves) from upgoing reflections when wavefields are injected.

DISCUSSION

Marine acquisition systems, which deploy receivers at the seabed (OBC or OBN) as an alternative to the more conventional marine streamer surveys, have created new potential but also new problems due to the presence of free-surface multiples. To address this, we have developed a tensorial extrapolation technique that allows for the separation of these multiples from the upgoing reflections. This method has been successfully applied to the ocean-bottom example, as shown in Figures 16-18, where a comparison between tensorial and vectorial extrapolations is presented. The tensorial extrapolation (Figure 16a) is able to eliminate the artifacts caused by free-surface multiples, while the vectorial extrapolation (Figure 16b) still shows these artifacts. Figures 17 and 18 further illustrate the effectiveness of the tensorial extrapolation by comparing PP images resulting from single shot-profile elastic RTM of an OBC version of the Marmousi 2 model, with and without the tensorial extrapolation. The tensorial extrapolation successfully removes the nonphysical waves that interfere with the imaging stage (white arrows), thus improving the quality of the final image.
processing and interpretation challenges. First, the acquisition geometry is very different from that of marine and land surveys: Sources and receivers are not located at approximately the same depth. Receiver depths range from tens of meters (shallow-water surveys) to hundreds of meters (deep-water surveys), and free-surface reflections modulate the spectrum more frequently than in marine streamer acquisition. Acquisition methods like over-under streamers (see Moldoveanu, 2007) and processing techniques like predictive deconvolution commonly used for the suppression of receiver-side ghosts, cannot easily be translated into this context. Second, because it is impossible to record shear waves when streamers are towed behind a vessel, multicomponent ocean-bottom data contain much more information about shear velocities and reflectivity because converted shear waves are recorded directly on horizontal component geophones at the seabed. A significant effort is needed, first, to reconcile this information with the P-wave data before the full potential of it can be exploited.

Having pressure information just above the seabed has been turned to an advantage for the separation of up- and downgoing (receiver-side ghost) waves using techniques such as “PZ summation” (Barr and Sanders, 1989; Soubaras, 1996; Schalkwijk et al., 1999); imaging using these separate components of the seismic data allows the reconstruction of the frequency band affected by the ghost notch effect (Godfrey et al., 1998; Grion et al., 2007; Dash et al., 2009). However, these additional data are often not used while performing migration, particularly during waveform extrapolation: Receiver-side wavefields are generally obtained by backpropagation of particle velocity components at the receiver locations (Chang and McMechan, 1986, 1994; Sun and McMechan, 1986; Yun and Sava, 2008).

Here, we formulate an exact integral expression that uses a combination of velocity-stress recordings (or velocity-pressure in its application to ocean-bottom data — see above) and quadrupole-dipole backpropagating sources for wavefield extrapolation of elastic data. The numerical examples above show that direct injection of the particle displacement (or velocity) vector is not the best way to accomplish waveform extrapolation, because it generates two types of nonphysical waves in the scattered wavefield estimate: Each arrival contained in the data is injected up- and downward, and all injected energy emits compressional and shear propagating modes. When using the tensorial integral expression for the extrapolation of the receiver-side wavefield, any waveform is backpropagated only toward the direction from which it was traveling in the physical experiment, rather than up- and downward. Imaging of the primary signal (upgoing at the receiver array) and the ghost signal (downgoing at the receiver array) can therefore be accomplished without any preliminary up/down wavefield separation. In addition, injected energy emits only compressional or shear propagating modes (e.g., if a P-wave is recorded, only a P-wave mode is backpropagated), rather than both propagating modes as is the case for the usual backpropagation procedure. This is vital for imaging with elastic data because the improvement due to the proper focusing of singly and multiply converted waves is otherwise not realized due to the introduction of spurious events.

This new procedure has been proven to be effective for 2D imaging; however, it naturally extends to 3D if the Einstein’s summation for repeated indices in equations 6 and 7 is carried out by considering an extra coordinate (i.e., x-y-z must be used instead of only x-z). Moreover, it is important to note that the cost of our tensorial extrapolation is identical to that of conventional vectorial extrapolation because velocity and stress data can be injected together in the modeling (finite-difference) code through deformation rate density and volume force density backpropagation sources, respectively.

A practical challenge presented by the application of the ocean-bottom tensorial extrapolation (equation 11) to data recorded along the seabed is the fact that backpropagation sources must be placed at the seabed, where a sharp change in the medium parameters occurs. We found that this caused a degradation in the cancellation of nonphysical waves in the tensorial wavefield extrapolation when an elastic finite-difference code is used. To alleviate this problem, we used a migration velocity/density model in which the elastic layer is upward continued to substitute for the sea layer (although in doing so we cannot take advantage of the wavefield separation property of the new extrapolation formula to perform imaging using the free-surface ghost along with the primaries). The explicit handling of the fluid-solid boundary condition in a finite-difference method (van Vossen et al., 2002) or the use of a finite or spectral-element modeling method (see Komatitsch and Tromp, 1999), in which the seabed properties in equation 10 can be represented explicitly at element boundaries, might solve this issue.

The imaging formulae in equations 1–4 are all (approximate) Green’s functions for a colocated virtual, subsurface source and receiver at each image point. If the subsurface source and receiver are separated, the resulting Green’s function would usually be referred to as an extended image (Sava and Vasconcelos, 2011). In

Figure 19. PP images resulting from a single shot-profile elastic RTM of an OBC version of the Marmousi 2 model from data modeled with a free surface using (a) tensorial and (b) vectorial wavefield extrapolation, respectively.
acoustic media, improvements in the receiver-side extrapolated wavefields not only result in better final images but also in more accurate extended images (Vasconcelos and Rickett, 2013), independently of the domain used for their computation, e.g., time-lag domain (Sava and Fomel, 2006), space-lag domain (Rickett and Sava, 2001), and angle domain (Sava and Fomel, 2003). Using our new extrapolation method, we would therefore expect similar improvements in elastic media. Moreover, because the penalty function usually defined for migration velocity analysis of elastic waves (Yan and Sava, 2010), which exploits the information contained in the extended images to invert for the velocity model, does not take into account the artificial events resulting from the vectorial extrapolation step, the inversion process could also benefit significantly from this new extrapolation procedure.

However, although our new wavefield extrapolation procedure improves the elastic image, the receiver wavefields still show some nonphysical wavefields at early times (e.g., before a scattering event occurs — see Figure 5c — time 1) and partial wavefronts at later times (e.g., after a scattering event occurs — see Figure 5c — times 3–5). These are caused first by the absence of nonlinear terms in the extrapolation and imaging steps and second by the lack of enclosing source and receiver boundaries as required by the theory of correlation-based extrapolation and imaging integrals. Note from a theoretical point of view that if both of these deficiencies would be resolved, all energy would focus on the correct locations (given a suitable velocity model, see below) and would then be correctly transferred back to the incident field and so would not be visible in the scattered field. That is, no energy would continue to propagate to other locations causing crosstalk. The reason is that equation 6 then gives exactly the true scattered Green’s function, which is zero before the scattering events occur.

Equation 1 or equations 3 and 6 represent a framework suitable for a new, final stage of elastic imaging: Once we have a good estimate of the background model including high spatial frequencies (e.g., reflectors and diffractors) that introduce scattering in the back-propagation step, nonlinear terms can in principle be reintroduced to take advantage of the improved illumination offered by the energy from multiply scattered waves. These terms can alleviate illumination problems due to incomplete source and receiver aperture because the higher-order scattered waves come from a wider range of directions than primaries, as shown by Fleury and Snieder (2011) and Fleury and Vasconcelos (2012) for acoustic waves and by Ravasi and Curtis (2013) for elastic waves.

The lack of enclosing boundaries of sources/receivers has long presented challenges to the practice of seismic interferometry (Snieder et al., 2006; Wapenaar, 2006) and seismic imaging (see Lecomte, 2008). In seismic interferometry this limitation has been partly overcome by reformulating the Green’s function retrieval problem as a multidimensional deconvolution (MDD) process using a convolution-type representation (Wapenaar et al., 2008, 2011; van der Neut et al., 2011). Unlike the correlation-type representation that holds only under the condition that the boundary is a closed surface, the convolution-type representation is valid for an open boundary as long as sources are on one side of (e.g., above) the boundary of receivers. Radiation conditions are then assumed to apply on the other half-space, closing the boundary by the assumption that the contribution of receivers on that part of the boundary will vanish (Wapenaar et al., 2011). Because seismic wavefield extrapolation also requires one source to lie outside of the integration domain, estimating the receiver-side wavefield by means of MDD could be beneficial, although an up-down separation would be additionally required because MDD deconvolves the downgoing wavefield from the upgoing wavefield. This topic will be the subject of further research.

**CONCLUSION**

In this work, we have derived a source-receiver interferometric framework for elastic imaging of land and ocean-bottom data. Reciprocity theorems are exploited to define a double integral formulation: A first integral representation is used for wavefield extrapolation of the scattered wavefield between a physical source and any image point (i.e., construction of the receiver-side wavefield), and a second identifies how source- and receiver-side wavefields must be combined by the imaging condition.

We show that tensorial wavefield extrapolation, which uses a combination of velocity-stress recordings and quadrupole-dipole backpropagating sources, generates receiver-side wavefields deprived of nonphysical waves that, by contrast, arise when wavefield extrapolation is approximated by direct injection of particle velocity components as dipole backpropagating sources at the receiver locations (vectorial wavefield extrapolation). Interfaces and layers are clearly discernible in synthetic elastic images of part of the Marmousi 2 model, even for the extreme case of RTM of a single shot gather.

In a marine scenario, under the fluid-solid interface boundary conditions which may hold on the seabed, we have also shown that the wavefield extrapolation integral turns into an expression that requires only pressure and particle velocity recordings. The latter are available from standard 4C seabed acquisition systems.
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**APPENDIX A**

A RECIPROCAL SOURCE-RECEIVER FRAMEWORK FOR IMAGING OF OCEAN-BOTTOM DATA

Imaging with ocean-bottom multicomponent data can require the application of so-called source-receiver reciprocity (Wapenaar and Fokkema, 2006) to the theory provided in the main text. Sources usually define a roughly uniformly sampled portion of a boundary because they are fired at regular times along lines by a boat moving over the sea surface at constant speed. If data are acquired by OBNs, receivers may be significantly more sparsely and less uniformly spaced on the seabed.

The first step in a source-receiver imaging framework (wavefield extrapolation) requires the simultaneous injection of seismic data in a modeling code (e.g., finite-differences). To do so, a uniformly spaced boundary may be preferred because it aids error control.
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during preliminary data interpolation along the modeling grid. Applying source-receiver reciprocity, the boundary of sources can be used at this stage (Figure A-1b), and seismic data resorted into common-receiver gathers are backpropagated into the model from source positions. Once the extrapolated wavefield is estimated, the source wavelet is injected at any receiver location to create the forward-extrapolated wavefield and the imaging condition is computed to create an image of the subsurface (Figure A-1a).

An exact elastic imaging condition with velocity-stress receivers and monopole P- or S-wave virtual sources/receivers in the subsurface is given by

$$I_{NM}^0(x) = 2\text{Re}\left\{\Phi_{(M,N)}^{(0,0)}(x, t = 0)\right\}$$

$$= -\int \left(\int_{\partial V_R} (G_{(M,N)}^{(0,0)}(x, x_R) (G_{(N,P)}^{(0,0)}(x, x_R))^* n_R d\xi) d\omega \right)$$

$$+ \int \left(\int_{\partial V_R} (G_{(M,N)}^{(0,0)}(x, x_R) (G_{(N,P)}^{(0,0)}(x, x_R))^* d\omega \right)$$

$$+ \int \left(\int_{\partial V_R} (G_{(M,N)}^{(0,0)}(x, x_R) (G_{(N,P)}^{(0,0)}(x, x_R))^* n_R d\xi) d\omega \right).$$  

Because no assumption about the model on and outside of $\partial V_R$ is made up to this point, the imaging condition in equation A-1 is correct for in- and outgoing waves at the receiver boundary. Primary and ghost signals are both properly focused at the image point.

However, when only monopole P-wave sources are available as in the imaging condition in equation 3, an approximated integral expression must be used for wavefield back-extrapolation by injection of the seismic data along the source array. The extrapolation of a Green’s function between a P- or S-wave source fired virtually in the subsurface and a physical particle velocity receiver is

$$2\text{Re}\left\{G_{(M,N)}^{(0,0)}(x, x_R) \right\} = \frac{2}{\rho c_P} \int \left(\int_{\partial V_R} (G_{(M,N)}^{(0,0)}(x, x_R) (G_{(N,P)}^{(0,0)}(x, x_R))^* n_R d\xi) d\omega \right)$$

$$+ \frac{2}{\rho c_P} \int \left(\int_{\partial V_R} (G_{(M,N)}^{(0,0)}(x, x_R) (G_{(N,P)}^{(0,0)}(x, x_R))^* d\omega \right)$$

$$+ \frac{2}{\rho c_P} \int \left(\int_{\partial V_R} (G_{(M,N)}^{(0,0)}(x, x_R) (G_{(N,P)}^{(0,0)}(x, x_R))^* n_R d\xi) d\omega \right).$$

where the Green’s function between a P- or S-wave virtually fired source in the subsurface and a physical stress receiver is

$$2\text{Re}\left\{G_{(M,N)}^{(0,0)}(x, x_R) \right\} = \frac{2}{\rho c_P} \int \left(\int_{\partial V_R} (G_{(M,N)}^{(0,0)}(x, x_R) (G_{(N,P)}^{(0,0)}(x, x_R))^* n_R d\xi) d\omega \right)$$

$$+ \frac{2}{\rho c_P} \int \left(\int_{\partial V_R} (G_{(M,N)}^{(0,0)}(x, x_R) (G_{(N,P)}^{(0,0)}(x, x_R))^* d\omega \right)$$

$$+ \frac{2}{\rho c_P} \int \left(\int_{\partial V_R} (G_{(M,N)}^{(0,0)}(x, x_R) (G_{(N,P)}^{(0,0)}(x, x_R))^* n_R d\xi) d\omega \right).$$

The above approximations require that the model at and outside of $\partial V_R$ is homogeneous, isotropic, and unperturbed. When this assumption is not satisfied in the recorded data (e.g., if source-side ghost and higher order multiples are not previously attenuated), the extrapolated wavefields will contain artificial events that erroneously crosscorrelate with the source-side wavefield to generate artifacts in elastic images.

APPENDIX B

RECIROCITY-BASED TENSORIAL ELASTIC WAVEFIELD EXTRAPOLATION

An elastodynamic wavefield in a lossless arbitrarily inhomogeneous anisotropic solid medium is uniquely defined by the stress tensor $\tau_{ij}(x, t)$ and the particle velocity $v_i(x, t)$ at position $x$ and time $t$ (Aki and Richards, 1980; Snieder, 2002). In the space-frequency domain, the stress tensor and particle velocity obey the equation of motion

$$j\omega \rho v_i - \partial_j \tau_{ij} = f_i,$$

and we assume the linear stress-strain relation

$$-j\omega c_{ijkl}\tau_{kl} + (\partial_j v_i + \partial_i v_j)/2 = h_{ij},$$

where $\rho(x)$ is the mass density of the medium, $c_{ijkl}(x)$ is the compliance (the stiffness $s_{ijkl}(x)$ is the inverse of the compliance), $f_i(x, \omega)$ is the external volume force density, and $h_{ij}(x, \omega)$ is the external deformation rate density. Given an interaction quantity that combines these quantities, Wapenaar and Fokkema (2006) identify the elastodynamic reciprocity theorem of the correlation type

![Figure A-1. Geometries used for the alternative version of reciprocity-based imaging condition and wavefield extrapolation. (a) A closed receiver boundary $\partial V_R$ (receivers actually used in the acquisition are represented by triangles) is used at the imaging stage, whereas in (b) a closed source boundary $\partial V_S$ (sources actually used in the acquisition are represented by stars) is used at the extrapolation stage.](image-url)
\[
\int_{\partial V_R} \left\{-\tau_{ij}^* A h_{ij,B} + v_{iA}^* f_{i,B} - h_{ij,A}^* \tau_{ij,B} + f_{iA}^* v_{i,B} \right\} \, dx_R
\]
\[
= \int_{\partial V_R} \left\{-v_{iA}^* \tau_{ij,B} - \tau_{ij,A}^* v_{i,B} \right\} n_{R,j} \, dx_R.
\]

(B-3)

If impulsive point sources of force/deformation type and Green’s functions are substituted for the wavefields in the elastodynamic reciprocity theorems, the reciprocity theorem of the correlation type leads to an elastodynamic Green’s function representation theorem, which is the basis of seismic interferometry and of our tensorial wavefield extrapolation. Given the intersetence geometry in Figure 2b with a physical source \(x_S\) located outside of a closed boundary of receivers \(\partial V_R\) that surrounds an imaginary source at the image point \(x\) in the subsurface (Slob et al., 2007), we obtain a Green’s function representation using only point sources of force type

\[
\tilde{G}^{(r,f)}(x,x_S) = -\int_{\partial V_R} \left( \tilde{G}^{(r,f)}(x_R,x_S) \{ G_{(i,m)}^{(r,f)}(x_R,x) \}^* \right)
\]
\[
+ G^{(r,f)}(x_R,x_S) \left( G_{(i,m)}^{(r,f)}(x_R,x) \right)^* n_{R,j} \, dx_R.
\]

(B-4)

Equations B-4 and B-6 represent two alternative ways to construct the \(m\)th component of the particle velocity at \(x\) due to the \(k\)th component of an external volume force density source at \(x_S\). A boundary \(\partial V_R\) of receivers that record the full particle-velocity vector and stress tensor, and external volume force density source at \(x\) and \(x_S\), respectively, are required to evaluate equation B-4. Two collocated boundaries \(\partial V_R\) of sources and receivers that fire volume force density and deformation rate density sources and record the full particle velocity vector and stress tensor are instead required to evaluate equation B-6.

Equation B-4 looks more suitable for interferometric purposes because the requirements are less severe. This is not true when the Green’s function between \(x_S\) and \(x\) has to be estimated in an imaging context. The terms \(G^{(r,f)}(x_R,x_S)\) and \(G^{(g,f)}(x_R,x_S)\) represent the physical recording, and the terms \(G^{(r,h)}(x,R)\) and \(G^{(g,h)}(x,R)\) are not recorded but may be computed numerically: they are the so-called propagators because they act on the recorded data and backpropagate them into the subsurface domain. The crosscorrelation and integration (sum) over receivers can be performed implicitly by injecting recorded data at all receivers simultaneously along a boundary of virtual sources (colocated with the boundary of physical receivers).

However, equation B-6 does not represent the scalar or vectorial potentials at the image point \(x\) originating from a P- or S-wave source at \(x_S\). These are needed to evaluate the second line of the nonlinear, reciprocity-based imaging condition in equation 3. Taking advantage of the P- and S-wave Green’s functions defined by Wapenaar and Haimé (1990) and Wapenaar and Fokkema (2006), we recall that the P- and S-wave components of the wavefield can be expressed as a sum of partial derivatives of the velocities

\[
G^{(h,f)}_{(p,v)} = -\frac{\rho C_s^2}{j_0} \partial_{\omega} G^{(r,f)}_{(m,i)}, \quad G^{(h,f)}_{(s,i)} = -\frac{\rho C_v^2}{j_0} \partial_{\epsilon} G^{(r,f)}_{(m,i)}.
\]

(B-7)

The wavefield extrapolation integral B-6 may then be recast as

\[
\tilde{G}^{(h,f)}_{(M,K)}(x,x_S) = -\int_{\partial V_R} \left( \tilde{G}^{(r,f)}_{(i,K)}(x_R,x_S) \{ G^{(r,f)}_{(M,i)}(x_R,x) \}^* \right)
\]
\[
+ G^{(r,f)}_{(i,K)}(x_R,x_S) \left( G^{(r,f)}_{(M,i)}(x_R,x) \right)^* n_{R,j} \, dx_R
\]

where we use the notation \(\tilde{G}^{(h,f)}_{(M,K)}(x,x_S)\) to express the received P- or S-wave \((M)\) recorded at point \(x\), due to a P- or S-wave source \((K)\) located at \(x_S\).

To conclude, the nonlinear, reciprocity-based imaging condition in equation 3 requires also the scattered wavefield between a P- or S-wave source at \(x_S\) and a potential virtual receiver at the image point \(x\) (first line of equation 3). Following the approach that Wapenaar et al. (2010) propose, a generic Green’s function can be written as the sum of reference and scattered wavefields \((G = G^0 + G^1)\) for any definition of the reference and scattered medium. Furthermore, because equation B-7 is still valid if any Green’s function is substituted by the reference Green’s function \(G^0\) we obtain

\[
\tilde{G}^{(h,f)}_{(M,K)}(x,x_S) = -\int_{\partial V_R} \left( \tilde{G}^{(0,h,f)}_{(i,K)}(x_R,x_S) \{ G^{(0,f)}_{(M,i)}(x_R,x) \}^* \right)
\]
\[
+ G^{(0,f)}_{(i,K)}(x_R,x_S) \left( G^{(0,f)}_{(M,i)}(x_R,x) \right)^* n_{R,j} \, dx_R
\]

Subtracting equation B-9 from B-8, we obtain the wavefield extrapolation integral in equation 5.

REFERENCES


Yilmaz, O., 1989, Seismic data processing: SEG.