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1. Introduction  

Traditionally GIS, and indeed IT more generally, has been associated with quantitative 

sources which have been analysed in human geography using social science approaches. 

Even Qualitative GIS has not really changed this as many of the techniques it uses are based 

around attempting to structure the unquantifiable, for example fear of crime, in ways that 

then allow social science-style approaches to be applied (Cope and Elwood 2009; Kwan 

2008). This has meant that researchers with suitable data have adopted GIS, however to 

many other geographers and people beyond the discipline it has simply been seen as 

irrelevant. While the bulk of the content produced for IT was quantitative this was 

undesirable but perhaps inevitable. In recent years, however, there has been a huge, and 

largely under-reported, shift in IT that means that the bulk of digital content that is now being 

created is text including digital libraries and archives up to the size of Google Books, and 

email archives, the world wide web, social networks and so on.  

This provides a major opportunity and a major challenge. The opportunity is to make use of a 

vast array of new content and to bring geographic analyses to a wide new audience. The 

challenge is that while analysing numeric data is well established through the use of 

statistics, analysing large corpora – as collections of digital text are called – is more difficult. 

The traditional way of analysing these – close reading of the texts – is too slow for corpora 

that contain millions or billions of words, however the more mechanistic approaches used by 

many quantitative techniques cannot hope to deal with the subtlety and nuance that is 

essential if a text is to be properly understood.  

This paper presents some initial research that begins to resolve this dilemma. It brings 

together GIS-based spatial analysis approaches with Natural Language Processing (NLP) 

techniques that enable the automated analysis of text. By using techniques from both fields 

we are able to both summarise the broad geographies within the text and also identify which 

parts of the text need to be read in more detail.  

2. The data 



Geo-referencing a text has received a attention from a number of authors and it is not the 

intention to describe the process here beyond saying that candidate place-names are 

identified using NLP techniques, they are extracted, linked to a gazetteer to provide 

coordinates, and subsequent processing is done to resolve disambiguation issues and resolve 

errors (see Gregory and Hardie, 2011; Grover et al, 2010; Yuan, 2010). The more interesting 

question, and the one explored here, is what does one do to analyse a geo-referenced corpus 

in ways that can both provide broad summaries and also allow us to explore in detail what is 

forming these patterns.  

To explore this, this paper uses the Histpop collection (http://www.histpop.org). These are 

the printed volumes that accompany the census and Registrar General’s reports from 1801-

1937. Of particular interest are the Registrar General’s reports from 1851-1911 for England 

and Wales. The Registrar General collected and published statistics on births, marriages and 

deaths and paid particular attention to mortality. This period was of vital importance as it 

marked the start of the mortality decline that was to characterise the 20
th

 century, the causes 

of which remain controversial but which had pronounced and poorly understood geographies 

(see Gregory 2008; Szreter 1991; Woods et al 1988 and 1989; Woods and Shelton 1997). 

This corpus contains around 2.5 million words: too much to read from start to finish or to get 

a clear impression of geography from. The corpus was georeferenced by Claire Grover and 

her colleagues at the University of Edinburgh (Grover et al, 2010). 

3. Identifying where a corpus is talking about 

 

Figure 1. Clusters of place-name instances from the Registrar General’s reports for the 

1850s.  



 

Table 1. Alternative ways of ranking the importance of place-name instances 

 

Word Frequency Count Kernel Density 

London London 

Manchester Holborn 

Liverpool Shoreditch 

Nottingham Vauxhall 

Leicester Kennington 

 

A geo-referenced corpus is, in effect, a point pattern in which each place-name instance – or 

mention of a place-name – is represented as a point. Spatial analysis provides an obvious 

starting point to exploring such patterns. Figure 1 shows an example of this where kernel 

density analysis has been used to smooth the pattern and clusters have then been based on 

standard deviations above the mean. This provides us of a map-based summary of where the 

corpus is talking about. We are likely to also want to know what particular place-name 

instances make up these clusters or, indeed, other parts of the pattern. One approach to this 

would be to use Electronic Text Analysis techniques (Adolphs 2006) such as word frequency 

counts to identify which place-names occur most often. These are shown in the left hand 

column of table 1 which shows the five most common place-names – the spellings have been 

standardised in a gazetteer – that occur in the corpus. The right-hand column of table 1 shows 

an alternative way of measuring the importance of places within the gazetteer. These are 

ranked by the kernel density scores derived by overlaying the point locations of the place-

name instances with the density smoothed surface from figure 1. Using this approach, all of 

the top-five place-name instances are within London. Alternative measures of clustering such 

as Gi* statistics could also have been used. While both approaches have limitations such as 

choice of bandwidth and the fact that ‘London’ is represented by a single point as are places 

within London, they provide alternative ways of identifying which places the corpus regards 

as most important. The spatial analysis-based approaches have the advantage of identifying 

the areas that are most concentrated on rather than the individual place-names. 



4. Identifying what a corpus is saying about places 

 

Figure 2. Concordances on the word ‘Vauxhall’ 

This enables us to identify where a corpus is talking about both in terms of the map patterns 

and the place-name instances that make up these patterns, however we want to go beyond 

this to ask what the corpus is saying about these places. The simplest way of doing this 

involves using a concordance which presents a list of the words occurring around a particular 

search term. This allows a quick assessment to be made about what is being said about this 

place. Figure 2 presents a concordance for ‘Vauxhall’, one of the place-names that has 

among the highest densities of place-name instances surrounding it but a low words 

frequency count. The concordance reveals that most of the 21 instances of ‘Vauxhall’ occur 

in relation to the Southwark and Vauxhall Water Company. This is being investigated in 

relation to the quality of its water supply with suggestions that this is in turn prompted by its 

relationship with disease. These suggestions can be examined further by following hyperlinks 

to the full text where the instance occurs, as shown in figure 3 which is a broader 

concordance of the text from row 3 in figure 2.  

 

Figure 3. Expanded text from row 3 of figure 2. 

This simple approach can be expanded further to create much more sophisticated queries. For 

example, we might want to create a concordance of all of the place-name instances from the 

clusters in figure 1 and explore what the key themes that are being discussed in relation to 

these clusters are and whether the texts is referring to similar themes for each cluster or 

whether there are differences between them. We might also want to compare the clusters 



(individually or as a group) with the background pattern. As well as the simple concordances 

shown here, more sophisticated statistical approaches to explore instances of different words 

can also be used, such as for example, log-likelihood statistics.  

By implication, what we are doing here introduces another NLP concept, that of collocation. 

Collocation simply asks the question ‘what words occur near this search term?’ The 

importance of this from a geographical perspective is that we can ask either what words are 

collocated with a place-name or, alternatively, what place-names collocate with search terms 

of interest. One technical issue within this is how can we define ‘near’, however for our 

purposes here we are simply defining ‘near’ as within the same sentence. As sentences are a 

major linguistic building block this has some justification but further research will be 

conducted to test the implications of this.  

 

Figure 4. The distribution of places that collocate with ‘measles’ 

Collocation can be used to explore what themes are associated with a particular place or 

cluster of places either qualitatively in the manner shown above or in more quantitative ways 

using statistics such as log-likelihood to explore how unusual these particular collocates are 

compared to the corpus as a whole. It can also be used to explore what places are associated 

with a particular theme. The literature tells us that infectious diseases were among the major 

killers of infants and children in this period (see, for example, Woods and Shelton, 1997). 

This is supported by NLP analysis that shows that ‘measles’ and ‘diarrhoea’ were among the 

most common disease terms found in the corpus for the 1850s. Figure 4 is thus a density 

smoothed map of place-name instances that collocate with the word ‘measles.’  

This is thus a simple map of where the Registrar General was most interested in in relation to 



this particular disease. From here a number of further analyses can be done. The Registrar 

General also published a wide range of statistical information on mortality including numbers 

of deaths from diseases sub-divided into districts. Simple correlation analysis allows us to 

compare whether there is a relationship between place-name instances that collocate with a 

disease and actual deaths from the disease. In general we have found that they correlate well 

suggesting that the places that the Registrar General focussed on in his reports were, in fact, 

the places with high death rates from the disease.  

One possible criticism of the map above is that if the word measles was randomly located 

through the text it might be expected to produce the pattern shown simply because this is a 

random subset of place-name instances through the corpus. Again, spatial analysis can help 

us with this. Techniques such as the Kulldorf spatial scan statistic (Kulldorff, 1997) can be 

used to identify where there are clusters of place-name instances that collocate with 

‘measles’ compared with the background distribution of either place-name instances in the 

corpus or perhaps the background population distribution as measured by census data. As in 

section 3, once these clusters have been identified, we can explore them in more detail using 

concordances and the underlying text to close read what the text is actually saying about 

these places.  

5. Conclusions 

By bringing together the field of spatial analysis and NLP we are able to explore texts in 

ways that ask explicitly geographical questions. These can be used to summarise the broad 

geographies within the corpus, the geographies associated with particular words or themes, 

the themes associated with particular clusters of instances, and so on. It can also be used to 

compare patterns of perception, as recorded in texts, with empirical patterns recorded 

statistically. Drawing on examples beyond the current one, this could be used to explore 

whether, for example, patterns of writing about crime match actual crime statistics or 

whether government documents are bias towards certain types of areas, such as urban areas 

or affluent areas.  

We are in the early stages of this work but we believe that it has major implications. If we 

can analyse large bodies of text in a GIS environment then the potential uses of the 

technology start to spread way beyond its traditional boundaries and many of the criticisms 

of GIS being overly empirical and descriptive can start to be overcome. 
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